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The Cauchy Problem for a Weakly Dissipative 2-Component Camassa-Holm System
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The weakly dissipative 2-component Camassa-Holm system is considered. A local well-posedness for the system in Besov spaces is established by using the Littlewood-Paley theory and a priori estimates for the solutions of transport equation. The wave-breaking mechanisms and the exact blow-up rate of strong solutions to the system are presented. Moreover, a global existence result for strong solutions is derived.

1. Introduction

We consider the following weakly dissipative 2-component Camassa-Holm system:

\[
\begin{align*}
    u_t - u_{xxt} + 2k u_x + 3 u u_x + \lambda u^{2n+1} \\
    - \beta u^m u_{xx} + \rho u_x = 2u_x u_{xx} + uu_{xxx}, \\
    \rho_t + (\rho u)_x = 0, \quad t > 0, \ x \in \mathbb{R}, \\
    \rho(x,0) = \rho_0(x), \quad x \in \mathbb{R}, \\
    u(x,0) = u_0(x), \quad x \in \mathbb{R},
\end{align*}
\]

(1)

where \( u(x,t) \) is the fluid velocity in \( x \) direction (or equivalently the height of the water’s free surface above a flat bottom) and \( k \) is a constant related to critical shallow water wave speed. The alternative derivation of (2) as a model for water waves can be found in Constantin and Lannes [2]. Equation (2) models for the propagation of shallow water waves have attracted attention of many researchers with two remarkable features. The first one is the presence of solutions in the form of peaked solitary waves for \( k = 0 \). The peakon \( u(x, t) = ce^{-|x-ct|} \) with \( c \neq 0 \), which is a feature observed for the traveling waves of largest amplitude [3–6]. The other feature is that the equation has breaking waves. In other words, the solutions remain bounded while their slope becomes unbounded in finite time. For \( k > 0 \), the solitary waves are stable solitons [3–5, 7]. Li and Olver [8] not only obtained the local posedness but also gave the conditions which could lead to some solutions blowing up in finite time in Sobolev space \( H^s \) with \( s > 3/2 \). For other methods to establish the local well-posedness and global existence of solutions to the Camassa-Holm equation or other shallow water models, the reader is referred to [9–18] and the references therein.

In general, it is difficult to avoid the energy dissipation mechanisms in a real world. Thus, different types of solutions
for dissipative Camassa-Holm equation have been investigated. For example, Wu and Yin [19] studied the dissipative Camassa-Holm equation:

\[ u_t - u_{xx} + 3uu_x + \lambda (u - u_x) = 2u_x u_{xx} + uu_{xxx}, \quad t > 0, \quad x \in \mathbb{R}, \]

where \( \lambda (u - u_x) (\lambda > 0) \) is the dissipative term. They obtained the global existence result and blow-up results for strong solutions in Sobolev space \( H^s \) with \( s > 3/2 \) by Kato’s theory. In [9], Lai and Wu also investigated the weakly dissipative Camassa-Holm equation:

\[ u_t - u_{xx} + 2ku_x + 3uu_x + \lambda u^{2m+1} - \beta u_{xx} = 2u_x u_{xx} + uu_{xxx}, \quad t > 0, \quad x \in \mathbb{R}, \]

where \( k, \lambda, \beta \geq 0 \) are constants, \( n,m \) are natural numbers, and \( \lambda u^{2m+1} - \beta u_{xx} \) is the weakly dissipative term. They obtained the local well-posedness in Besov space \( H^s \) with \( s > 3/2 \) by using the pseudoparabolic regularization technique and some estimates derived from the equation itself and also developed a sufficient condition which guaranteed the existence of weak solutions in Sobolev space \( H^s \) with \( 1 < s \leq 3/2 \). We note that they only studied the equation in Sobolev space \( H^s \).

On the other hand, the Camassa-Holm equation also admits many integrable multicomponent generalizations [20–32]. For example,

\[ m_t + 2ku_x + um_x + 2u_xm + \sigma \rho \rho_x = 0, \]

\[ \rho_t + (\rho u)_x = 0, \]

where \( m = u - u_{xx} \). The above system was derived in [33] with \( \sigma = 1 \). In [20], Constantin and Ivanov gave a rigorous justification of the system which is a valid approximation to the governing equation for shallow water waves for \( k = 0 \). The \( u(x,t) \) represents the horizontal velocity of the fluid the \( \rho(x,t) \) is related to the free surface elevation from equilibrium with boundary assumptions, and \( u \rightarrow 0 \) and \( \rho \rightarrow 1 \) as \( |x| \rightarrow \infty \). They obtained the global well-posedness with small initial data and the conditions for wave-breaking mechanism to the system. For the case \( \sigma = -1 \), it is not physical as it corresponds to gravity pointing upwards, and \( \rho \rightarrow 0 \) as \( x \rightarrow \infty \). The blow-up conditions are discussed in [25]. For \( k = 0 \), Gui and Liu [27] established the local well-posedness for the system in a range of Besov spaces \( B^s_{p,r} \times B^{s+1}_{p,r} \) with \( s > \max(3/2,1+1/p) \). They also derived wave-breaking mechanisms and the exact blow-up rate for strong solutions to the system in \( H^s \times H^{s+1} \) with \( s > 3/2 \). Tian et al. [34] obtained the local well-posedness for the system in Besov spaces \( B^s_{p,r} \times B^{s+1}_{p,r} \) with \( s > \max(3/2,1+1/p) \). They also derived wave-breaking mechanisms for solutions and a result of blow-up solutions with certain profile in spaces \( H^s \times H^s \) with \( s > 3/2 \). Yan and Yin [21] investigated the 2-component Degasperis-Procesi system which is similar to the 2-component Camassa-Holm system. They obtained the local well-posedness in Besov spaces and derived a precise blow-up scenario for strong solutions. Guan and Yin [23] presented a new global existence result and several new blow-up results of strong solutions to an integrable 2-component Camassa-Holm shallow water system.

In fact, the 2-component Camassa-Holm system also admits some generalizations due to the energy dissipation mechanisms in a real world. In [35], Chen et al. investigated the weakly dissipative 2-component Camassa-Holm system:

\[ u_t - u_{xx} + 2ku_x + 3uu_x - \rho \rho_x + \lambda u^{2m+1} - \beta u_{xx} = 2u_x u_{xx} + uu_{xxx}, \quad t > 0, \quad x \in \mathbb{R}, \]

\[ \rho_t + (\rho u)_x = 0, \quad t > 0, \quad x \in \mathbb{R}, \]

where \( k, \lambda, \beta \geq 0 \) are constants and \( n \) is a natural number. They investigated the local well-posedness for the system with initial data \( (u_0,\rho_0) \in H^s \times H^{s+1} \) with \( s \geq 2 \) by Kato’s theory and derived a precise blow-up scenario for strong solutions to the system.

Motivated by the work in [9, 21, 23, 27, 33, 35–38], we study the weakly dissipative Camassa-Holm system (1). We note that the Cauchy problem of system (1) in Besov spaces has not been discussed yet. We state our main tasks with three aspects. Firstly, we establish the local well-posedness of solutions to the system (1). Secondly, we present the precise blow-up criterions and exact blow-up rate for strong solutions. At last, we derive a global existence result of strong solutions. Because of the presence of high order nonlinear terms \( u^{2m+1} \) and \( u_{xx} \), the system (1) loses the conservation law \( E = \int (u^2 + u_x^2) \, dx \) which plays an important role in studying system (1).

Now we rewrite system (1) as

\[ u_t + uu_x = P(D) \left[ u^2 + \frac{u_x^2}{2} + 2ku + \frac{1}{2} \rho^2 \right] + P_1(D) \left[ -\lambda u^{2m+1} + \beta u_{xx} \right], \quad t > 0, \quad x \in \mathbb{R}, \]

\[ \rho_t + (\rho u)_x = 0, \quad t > 0, \quad x \in \mathbb{R}, \]

where the operators \( P(D) = -\partial_x (1 - \partial_x)^{-1} \) and \( P_1(D) = (1 - \partial_{xx})^{-1} \). We define the space:

\[ E^s_{p,r}(T) = \begin{cases} C([0,T];B^s_{p,r}) \cap C^1([0,T];B^{s+1}_{p,r}), & 1 \leq r < \infty, \\ L^\infty([0,T];B^s_{p,r}) \cap \text{lip}([0,T];B^{s+1}_{p,r}), & r = \infty, \end{cases} \]

with \( T > 0, \quad s \in \mathbb{R}, \quad p \in [1,\infty], \) and \( r \in [1,\infty] \).

The main results of this paper are stated as follows. Firstly, we present the local well-posedness theorem.
Theorem 1. Let $1 \leq p, r \leq \infty$ and $s > \max(3/2, 1 + 1/p)$. Let $(u_0, \rho_0 - 1) \in B^s_{p,r} \times B^{-1}_{p,r}$. There exists a time $T > 0$ such that the initial value problem (1) has a unique solution $(u, \rho - 1) \in \mathcal{E}_{p,r}(T) \times \mathcal{E}^{-1}_{p,r}(T)$, and the map $(u_0, \rho_0 - 1) \mapsto (u, \rho - 1)$ is continuous from a neighborhood of $(u_0, \rho_0 - 1)$ in $B^s_{p,r} \times B^{-1}_{p,r}$ into $\mathcal{C}([0, T]; B^s_{p,r}) \cap \mathcal{C}([0, T]; B^{-1}_{p,r}) \cap \mathcal{C}([0, T]; B^{s-1}_{p,r})$ for every $t < s$ when $r = +\infty$ and $s' = s$ whereas $r < +\infty$.

We obtain the following blow-up results.

Theorem 2. Let $(u_0, \rho_0 - 1) \in H^s \times H^{s-1}$ with $s > 5/2$ and $T > 0$ be the maximal existence time of the solution $(u, \rho)$ to system (1) with initial data $(u_0, \rho_0)$. Then, the corresponding solution blows up in finite time if and only if

$$\lim_{t \to T^-} \inf_{x \in \mathbb{R}} u_k (t, x) = -\infty,$$

or

$$\lim_{t \to T^-} \sup_{x \in \mathbb{R}} \rho_k (t, x) = +\infty.$$

Theorem 3. Let $m = 0$ in system (1). Assume $(u_0, \rho_0 - 1) \in H^s \times H^{s-1}$ with $s > 3/2$ and the initial value $(u_0, \rho_0)$ satisfies $u_0(x_0) < -\beta - \sqrt{2K}$, where $K$ is a fixed constant defined in (9) and $\rho_0(x_0) = 0$ with the point $x_0$ defined by $u_0(x_0) = \inf_{x \in \mathbb{R}} u_0(x)$. Then, the corresponding solution $(u, \rho - 1)$ to system (1) with $m = 0$ blows up in finite time. Namely, there exists a $T_0$ with $0 < T_0 \leq 2/(1 - \delta) u_0(x_0) + \beta$ such that

$$\lim_{t \to T_0^-} \inf_{x \in \mathbb{R}} u_k (t, x) = -\infty,$$

where $\delta \in (0, 1)$ such that $-\sqrt{\delta} m_1(0) = \sqrt{2K}$.

Theorem 4. Let $k = 0$ in system (1). Assume $(u_0, \rho_0 - 1) \in H^s \times H^{s-1}$ with $s > 5/2$ and the initial value $(u_0, \rho_0)$ satisfies that $u_0$ is odd, $\rho_0$ is even, and $u_0(x_0) < -\beta - \sqrt{2K}$, where $K$ is a fixed constant defined in (10) and $\rho_0(x_0) = 0$. Then the corresponding solution $(u, \rho - 1)$ to system (1) with $k = 0$ blows up in finite time. More precisely, there exists a $T_1$ with $0 < T_1 \leq 2/(1 - \delta_1) u_0(x_0)$ such that

$$\lim_{t \to T_1^-} \inf_{x \in \mathbb{R}} u_k (t, x) = -\infty,$$

where $\delta_1 \in (0, 1)$ such that $-\sqrt{\delta_1} M(0) = \sqrt{2K}$.

We also obtain the exact blow-up rate of strong solutions to system (1).

Theorem 5. Let $T < \infty$ be the maximal existence time of the corresponding solution $(u, \rho - 1)$ to system (1) with $m = 0$. The initial data $(u_0, \rho_0 - 1) \in H^s \times H^{s-1}$ with $s > 3/2$ satisfies $u_0(x_0) < -\beta - \sqrt{2K}$, where $K$ is a fixed constant defined in (12) and $\rho_0(x_0) = 0$ with the point $x_0$ defined by $u_0(x_0) = \inf_{x \in \mathbb{R}} u_0(x)$; then

$$\lim_{t \to T^-} \left[ \inf_{x \in \mathbb{R}} (u_k (t, x) + \beta) (T - t) \right] = -2.$$

Now we present a global existence result of strong solutions to system (1).

Theorem 6. Let $m = 0$ in system (1) and $(u_0, \rho_0 - 1) \in H^s \times H^{s-1}$. If $\rho_0(x) \neq 0$ for all $x \in \mathbb{R}$, then the corresponding strong solution $(u, \rho - 1)$ to system (1) with $m = 0$ exists globally in time.

The remainder of this paper is organized as follows. In Section 2, some properties of Besov space and a priori estimates for solutions of transport equation are reviewed. Section 3 is devoted to the proof of Theorem 1. The proofs of wave-breaking results and the precise blow-up rate of strong solutions to system (1) are given in Section 4, respectively. The proof of Theorem 6 is presented in Section 5.

Notation. In this paper, we denote the convolution on $\mathbb{R}$, by $\ast$ the norm of Lebesgue space $L^p$ by $\| \cdot \|_{L^p}$; $1 \leq p \leq \infty$ and the norm in Sobolev space $H^s, s \in \mathbb{R}$, by $\| \cdot \|_{H^s}$, and the norm in Besov space $B^s_{p,r}$, $s \in \mathbb{R}$, by $\| \cdot \|_{B^s_{p,r}}$. Here we denote $\alpha = \alpha + \epsilon$, where $\epsilon > 0$ is a sufficiently small number.

2. Preliminary

In this section, we recall some basic facts in Besov space. One may check [21, 39–42] for more details.

Proposition 7 (see [40, 42]). Let $s \in \mathbb{R}$, $1 \leq p, r$, and $r \leq +\infty$. The nonhomogeneous Besov space is defined by $B^s_{p,r} = \{ f \in S' (\mathbb{R}^n) \| \| f \|_{B^s_{p,r}} < \infty \}$, where

$$\| f \|_{B^s_{p,r}} = \left( \sum_{j=1}^{\infty} \left( \sum_{l \geq 1} \| \Delta_j f \|_{L^p}^r \right)^{1/r} \right)^{1/r}, \quad r < \infty,$$

$$\| f \|_{B^s_{p,r}} = \sup_{j \geq 1} \| \Delta_j f \|_{L^p}, \quad r = \infty.$$

Moreover, $S_j f = \sum_{j=1}^{\infty} \Delta_j f$.

Proposition 8 (see [40, 42]). Let $s \in \mathbb{R}$, $1 \leq p, r, p_j, r_j \leq \infty$, and $j = 1, 2$, then consider the following.

1. Embedding: $B^s_{p, r_j} \hookrightarrow B^{-s(n-1/p_j) - 1/p_j}_{p_j, r_j}$, if $p_1 \leq p_2$ and $r_1 \leq r_2$. And $B^s_{p, r_j} \hookrightarrow B^s_{p, r_j}$ locally compact if $s_1 \leq s_2$.

2. Algebraic properties: for any $s > 0$, $B^s_{p, r_j} \cap L^{\infty} = \text{ an algebra}$, $B^s_{p, r_j}$ is an algebra $\Rightarrow B^s_{p, r_j} \hookrightarrow L^{\infty} \hookrightarrow s > n/p$ or $s \geq n/p$ and $r = 1$. 


Let $m \in \mathbb{R}$ and $f$ be an $S^m$-multiplier (i.e., $f : \mathbb{R}^n \to \mathbb{R}$ is smooth and satisfies that for every $\alpha \in \mathbb{N}^n$ there exists a constant $C_\alpha$ such that $|\partial^\alpha f(\xi)| \leq C_\alpha (1 + |\xi|^{m-|\alpha|})$ for all $\xi \in \mathbb{R}^n$). Then, the operator $f(D)$ is continuous from $B^s_{p,r}$ to $B^{-m}_{p,r}$.

Density: $C_\infty^s$ is dense in $B^s_{p,r}$ $\Rightarrow$ $1 \leq p, r < \infty$.

**Lemma 9** (see [40]). Let $I$ be an open interval of $\mathbb{R}$. Let $s > 0$ and $s_1$ be the smallest integer such that $s \geq s_1$. Let $F : I \to \mathbb{R}$ satisfy $F(0) = 0$ and $F' \in W^{s_1,\infty}(I; \mathbb{R})$. Assume that $v \in B^s_{p,r}$ has values in $J \subset C$. Then, $F(v) \in B^s_{p,r}$ and there exists a constant $C$ depending only on $s, I, J, N$ such that

$$\|F(v)\|_{B^s_{p,r}} \leq C(1 + \|v\|_{L^\infty})^s \|F'\|_{W^{s_1,\infty}(I)} \|v\|_{B^s_{p,r}}.$$  \hspace{1cm} (17)

**Lemma 10** (see [40]). Let $I$ be an open interval of $\mathbb{R}$. Let $s > 0$ and $s_1$ be the smallest integer such that $s \geq s_1$. Let $F : I \to \mathbb{R}$ satisfy $F(0) = 0$ and $F'' \in W^{s_1,\infty}(I; \mathbb{R})$. Assume that $u, v \in B^s_{p,r}$ has values in $J \subset C$. Then, there exists a constant $C$ depending only on $s, I, J, N$ such that

$$\|F(u) - F(v)\|_{B^s_{p,r}} \leq C(1 + \|u\|_{L^\infty})^s \|F''\|_{W^{s_1,\infty}(I)} \sup_{\theta \in [0,1]} \|\theta u + (1 - \theta) v\|_{L^\infty},$$ \hspace{1cm} (18)

$$\times \left(\|u - v\|_{B^s_{p,r}} \sup_{\theta \in [0,1]} \|\theta u + (1 - \theta) v\|_{L^\infty},\right.$$  \hspace{1cm} (18)

$$\left.\|u - v\|_{L^\infty} \sup_{\theta \in [0,1]} \|\theta u + (1 - \theta) v\|_{B^s_{p,r}}\right).$$

**Lemma 11** (see [40]). Assume that $1 \leq p$ and $r \leq \infty$; the following estimates hold:

(i) for $s > 0$, then

$$\|fg\|_{B^s_{p,r}} \leq C \left(\|f\|_{B^s_{p,r}} \|g\|_{L^\infty} + \|f\|_{L^\infty} \|g\|_{B^s_{p,r}} \right);$$ \hspace{1cm} (19)

(ii) for $s_1 \leq 1/p$, $s_2 > 1/p$ ($s_2 \geq (1/p)$ if $r = 1$), and $s_1 + s_2 > 0$, then

$$\|fg\|_{B^{s_1}_{p,r}} \leq C \|f\|_{B^{s_1}_{p,r}} \|g\|_{B^{s_2}_{p,r}}.$$ \hspace{1cm} (20)

where $C$ are constants independent of $f, g$.

Then we present two related lemmas for the following transport equations:

$$f_t + d \cdot \nabla f = F,$$ \hspace{1cm} (21)

where $d : R \times R^n \to R^n$ stands for a given time dependent vector field and $f_0 : R^n \to R^m$ and $F : R \times R^n \to R^m$ are known data.

**Lemma 12** (see [39, 40]). Let $1 \leq p \leq p_1 \leq \infty$, $1 \leq r \leq \infty$, and $p' = p/(p - 1)$. Assume that $s > -n \cdot \min(1/p_1, 1/p')$ or $s > -1 - n \cdot \min(1/p_1, 1/p')$ if $\nabla \cdot d = 0$. Then, there exists a constant $C$ depending only on $n, p, p_1, r, s$, such that the following estimate holds true:

$$\|f\|_{L^p([0,t];B^s_{p,r})} \leq C \int_0^t e^{-C_s \int_\tau^t Z(t)dt} \|F(r)\|_{B^s_{p,r}} dr,$$ \hspace{1cm} (22)

with

$$Z(t) = \begin{cases} \|v d(t)\|_{B^s_{p_1,r_1}} & s < 1 + \frac{n}{p_1}, \\ \|v d(t)\|_{B^{s_1}_{p_1,r_1}} & s > 1 + \frac{n}{p_1} \text{ or } s = 1 + \frac{n}{p_1}, \quad r = 1. \end{cases}$$ \hspace{1cm} (23)

If $f = d$, then for all $s > 0$ ($\nabla \cdot d = 0$, $s > -1$), (22) holds with $Z(t) = \|v d(t)\|_{L^\infty}$.

Let us state the existence result for transport equation with data in Besov space.

**Lemma 13** (see [40]). Let $p, p_1, r, s$ be as in the statement of Lemma 12 and $f_0 \in B^{s_0}_{p_0,r_0}$ and $F \in L^1([0,T];B^s_{p,r})$; $d \in L^p([0,T];B^{m}_{\infty,\infty})$ is a time dependent vector field for some $p > 1, M > 0$, such that if $s < 1 + n/p_1$ then $\|v d\|_{L^1([0,T];B^{s_0}_{p_0,r_0})}$ if $s > 1 + n/p_1$ or $s = 1 + n/p_1$, $r = 1$ then $\|v d\|_{L^1([0,T];B^{s_0}_{p_0,r_0})}$. Thus transport equation (21) has a unique solution $f \in L^\infty([0,T];B^s_{p,r}) \cap \bigcap_{s'<s} C([0,T];B^{s'}_{p,r})$, and (22) holds true. If $s < \infty$, then one has $f \in C([0,T];B^s_{p,r})$.

3. The Proof of Theorem 1

We finish the proof of Theorem 1 by the following steps.
3.1. Existence of Solutions. For convenience, we denote $\eta = \rho - 1$ and rewrite (7) as

$$u_t + uu_x = P(D)\left[u^2 + \frac{u_x^2}{2} + 2ku + \frac{\eta^2}{2} + \eta \right] + P_1(D)\left[-\lambda u^{2n+1} + \beta u^{2m} u_{xx} \right],$$

$$t > 0, \ x \in \mathbb{R},$$

$$\eta_t + u\eta_x = -u\eta - u_x, \quad t > 0, \ x \in \mathbb{R},$$

$$u(x,0) = u_0(x), \quad x \in \mathbb{R},$$

$$\eta(x,0) = \eta_0(x) = \rho_0(x) - 1, \quad x \in \mathbb{R}. \quad (24)$$

We use a standard iterative process to construct the approximate solutions to (24).

**Step 1.** Starting from $u^0 = \eta^0 = 0$, we define by induction a sequence of smooth functions $(u^i, \eta^i)_{i \in \mathbb{N}} \in C(\mathbb{R}^*; B^\infty_{p,r})^2$ solving the following transport equation:

$$\left(\partial_t + u^i \partial_x \right) u^{i+1} = F(t,x), \quad t > 0, \ x \in \mathbb{R},$$

$$\left(\partial_t + u^i \partial_x \right) \eta^{i+1} = -\eta^i \partial_x u^i - \partial_x u^i, \quad t > 0, \ x \in \mathbb{R},$$

$$u^{i+1}(x,0) = u_{0}^{i+1}(x) = S_{i+1} u_{0}, \quad x \in \mathbb{R},$$

$$\eta^{i+1}(x,0) = \eta_{0}^{i+1}(x) = S_{i+1} \eta_{0}, \quad x \in \mathbb{R}. \quad (25)$$

where

$$F(t,x) = P(D)\left[\left(u^i\right)^2 + \frac{1}{2} \left(u^i_x\right)^2 + 2ku^i + \frac{1}{2} \left(\eta^i\right)^2 + \eta^i \right] + P_1(D)\left[-\lambda \left(u^i\right)^{2n+1} + \beta \left(u^i\right)^{2m} \left(u^i\right)_{xx} \right].$$

$$\quad (26)$$

Since all the data $S_{i+1} u_{0}, S_{i+1} \eta_{0} \in B^\infty_{p,r}$, Lemma 13 enables us to show that for all $i \in \mathbb{N}$, the system (25) has a global solution which belongs to $C(\mathbb{R}^*; B^\infty_{p,r})^2$.

**Step 2.** Next, we prove that $(u^i, \eta^i)_{i \in \mathbb{N}}$ is uniformly bounded in $E^s_{p,r}(T) \times E^{s-1}_{p,r}(T)$.
Combining (i) and (ii) yields
\[
\left\| P_1(D) \left[ -\lambda(u')^{2m+1} + \beta(u')^{2m}(u')_{xx} \right] \right\|_{B^p_{p,r}} \\
\leq C \left( 1 + \left\| u' \right\|_{B^p_{p,r}} \right)^{s_1} \left\| u' \right\|_{B^p_{p,r}}.
\]
(33)

Thanks to Lemma II, we get
\[
\left\| -\eta' \partial_x u' - \partial_x \eta' \right\|_{B^p_{p,r}} \leq \left\| u' \right\|_{B^p_{p,r}} \left\| \eta' \right\|_{B^p_{p,r}} + \left\| u' \right\|_{B^p_{p,r}}.
\]
(34)

Therefore from (27) to (34), we obtain
\[
\left\| u^{i+1} \right\|_{B^p_{p,r}} + \left\| \eta^{i+1} \right\|_{B^p_{p,r}} \\
\leq C_3 e^{\int_0^t \left\| u_0(\eta_0 + \partial_x \eta) \right\|_{B^p_{p,r}} \, dr} \\
\times \left[ \left\| u_0 \right\|_{B^p_{p,r}} + \left\| \eta_0 \right\|_{B^p_{p,r}} \\
+ \int_0^t e^{\int_0^t \eta_0 \partial_x \eta \, dt} \left( \left\| u' \right\|_{B^p_{p,r}} + \left\| \eta' \right\|_{B^p_{p,r}} + k + 1 \right) s_1 \right] \\
\times \left( \left\| u' \right\|_{B^p_{p,r}} + \left\| \eta' \right\|_{B^p_{p,r}} \right) \right] \, dr.
\]
(35)

Let us choose a \( T > 0 \) such that \( 2s_1 \epsilon_3^{s_1+1} \left( \left\| u_0 \right\|_{B^p_{p,r}} + \left\| \eta_0 \right\|_{B^p_{p,r}} + k + 1 \right) T < 1 \) and
\[
\left( k + 1 + \left\| u' \right\|_{B^p_{p,r}} + \left\| \eta' \right\|_{B^p_{p,r}} \right)^{s_1} \\
\leq \frac{C_3 \epsilon_3 \left( k + 1 + \left\| u_0 \right\|_{B^p_{p,r}} + \left\| \eta_0 \right\|_{B^p_{p,r}} \right)^{s_1}}{1 - 2s_1 \epsilon_3^{s_1+1} \left( k + 1 + \left\| u_0 \right\|_{B^p_{p,r}} + \left\| \eta_0 \right\|_{B^p_{p,r}} \right)^{s_1}} t
\]
(36)

Inserting (36) into (35) yields
\[
\left( k + 1 + \left\| u^{i+1} \right\|_{B^p_{p,r}} + \left\| \eta^{i+1} \right\|_{B^p_{p,r}} \right)^{s_1} \\
\leq \frac{C_3 \epsilon_3 \left( k + 1 + \left\| u_0 \right\|_{B^p_{p,r}} + \left\| \eta_0 \right\|_{B^p_{p,r}} \right)^{s_1}}{1 - 2s_1 \epsilon_3^{s_1+1} \left( k + 1 + \left\| u_0 \right\|_{B^p_{p,r}} + \left\| \eta_0 \right\|_{B^p_{p,r}} \right)^{s_1}} t
\]
(37)

Therefore, \( (u', \eta') \in \mathbb{N} \) is uniformly bounded in \( C([0, T]; B^p_{p,r}) \times C([0, T]; B^{-s_1}_{p,r}) \). From Proposition 8, Lemma II, and the following embedding properties:
\[
B^{-s_1}_{p,r} \hookrightarrow B^{-s_1-1}_{p,r} \quad B_{p,r} \hookrightarrow B_{p,r}^{-1}
\]
we have
\[
\left\| u' \partial_x u^{i+1} \right\|_{B^p_{p,r}} \leq \left\| u' \right\|_{B^p_{p,r}} \left\| \partial_x u^{i+1} \right\|_{B^p_{p,r}} \\
\leq \left\| u' \right\|_{B^p_{p,r}} u^{i+1} \left\| \partial_x \right\|_{B^p_{p,r}} \\
\left\| u' \partial_x \eta^{i+1} \right\|_{B^p_{p,r}} \leq \left\| u' \right\|_{B^p_{p,r}} \left\| \partial_x \eta^{i+1} \right\|_{B^p_{p,r}} \\
\leq \left\| u' \right\|_{B^p_{p,r}} \left\| \eta^{i+1} \right\|_{B^p_{p,r}}.
\]
(39)

We deduce that \( u' \partial_x u^{i+1} \) and \( F(t, x) \) are uniformly bounded in \( C([0, T]; B^p_{p,r}) \), in the same way that \( u' \partial_x \eta^{i+1}, -\eta' \partial_x u^{i} - \partial_x \eta^{i+1} \) are uniformly bounded in \( C([0, T]; B^p_{p,r}) \times C([0, T]; B^{-s_1}_{p,r}) \). Using the system (25), we have \( (\partial_x u^{i+1}, \partial_x \eta^{i+1}) \in C([0, T]; B^p_{p,r}) \times C([0, T]; B^{-s_1}_{p,r}) \) is uniformly bounded, which derives that \( (u', \eta') \in \mathbb{N} \) is uniformly bounded in \( E_{p,r}(T) \times E^{-1}_{p,r}(T) \).

Step 3. Now we demonstrate that \( (u', \eta') \in \mathbb{N} \) is a Cauchy sequence in \( C([0, T]; B^p_{p,r}) \times C([0, T]; B^{-s_1}_{p,r}) \).

In fact, according to (25), we note that for all \( i, j \in \mathbb{N} \), we have
\[
\left( \partial_x + u^{i+j} \partial_x \right)(u^{i+j+1} - u^{i+1}) \\
= (u' - u^{i+j}) \partial_x u^{i+1} + P(D) \\
\times \left[ \left( u^{i+j} - u^{i+j+1} \right) + \frac{1}{2} \partial_x \left( u^{i+j} - u^{i+1} \right) \right] \\
\times \left( \eta^{i+j} + \eta^{i+j+1} \right) \\
+ P_1(D) \left[ -\lambda \left( u^{i+j} \right)^{2m+1} - u^{i+j} \\
+ \beta \left( u^{i+j} \right)^{2m}(u^{i+j})_{xx} + \left( u^{i+j} \right)_{xx} \right],
\]
(40)

\[
\left( \partial_x + u^{i+j} \partial_x \right)(\eta^{i+j+1} - \eta^{i+1}) = (u' - u^{i+j}) \partial_x \eta^{i+1} - (\eta^{i+j} - \eta^{i+1}) \partial_x u^{i+j} - \eta^{i+j} \partial_x (u^{i+j} - u^{i+1}).
\]
(41)

(1) We estimate the terms in the right side of (40). By Lemma II, we have
\[
\left\| P_1(D) \left( u^{i+j} - u^{i+1} \right) \right\|_{B^p_{p,r}} \leq C \left\| u^{i+j} - u^{i+1} \right\|_{B^p_{p,r}} \left\| u^{i+j} \right\|_{B^p_{p,r}} \\
\leq C \left\| u^{i+j} - u^{i+1} \right\|_{B^p_{p,r}} \left\| u^{i+j} + u^{i+1} \right\|_{B^p_{p,r}} \\
\left\| P_1(D) \left( \partial_x \left( u^{i+j} - u^{i+1} \right) \right) \right\|_{B^p_{p,r}} \leq C \left\| \partial_x \left( u^{i+j} - u^{i+1} \right) \right\|_{B^p_{p,r}} \\
\left\| \partial_x \right\|_{B^p_{p,r}} \left\| u^{i+j} \right\|_{B^p_{p,r}} + \left\| \partial_x \right\|_{B^p_{p,r}} \left\| u^{i+1} \right\|_{B^p_{p,r}} \\
\left\| P_1(D) \left( \left( \eta^{i+j} + \eta^{i+1} \right) \right) \right\|_{B^p_{p,r}} \leq C \left\| \eta^{i+j} + \eta^{i+1} \right\|_{B^p_{p,r}} \\
\left\| \eta^{i+j} \right\|_{B^p_{p,r}} + \left\| \eta^{i+1} \right\|_{B^p_{p,r}} \\
\left\| P_1(D) \left( \eta^{i+j} - \eta^{i+1} \right) \right\|_{B^p_{p,r}} \leq C \left\| \eta^{i+j} - \eta^{i+1} \right\|_{B^p_{p,r}}.
\]
(42)
We use Lemma 10 to estimate the high order terms in (40). Firstly, we get

\[ P_1(D) \left[ -\lambda \left( (u^{i,j})^{2n+1} - (u^i)^{2n+1} \right) \right]_{B_{p,r}^{s-1}} \leq C \left( 1 + \|u^{i,j}\|_{B_{p,r}^{s-1}} + \|u^i\|_{B_{p,r}^{s-1}} \right)^s \|u^{i,j} - u^i\|_{B_{p,r}^{s-1}}. \]

(43)

Secondly, by \( u^{2m}u_{xx} = \partial_x(u^{2m}u_x) - 2mu^{2m-1}u_x \) and Lemma 11, we deduce that

\[ \left\| \beta \left( (u^{i,j})^{2m}u_{xx}^{i,j} - (u^i)^{2m}u_x^i \right) \right\|_{B_{p,r}^{s-1}} \leq C \left( \left\| \partial_x \left( (u^{i,j})^{2m}u_x^{i,j} - (u^i)^{2m}u_x^i \right) \right\|_{B_{p,r}^{s-1}} \right. 
\] \[ + \left. \left\| \left( (u^{i,j})^{2m-1} \left( u_{xx}^{i,j} \right)^2 - (u^i)^{2m-1} \left( u_x^i \right)^2 \right) \right\|_{B_{p,r}^{s-1}} \right). \]

Hence,

\[ P_1(D) \beta \left[ (u^{i,j})^{2m}u_{xx}^{i,j} - (u^i)^{2m}u_x^i \right] \leq C \left( 1 + \|u^{i,j}\|_{B_{p,r}^{s-1}} + \|u^i\|_{B_{p,r}^{s-1}} \right)^s \|u^{i,j} - u^i\|_{B_{p,r}^{s-1}}. \]

(44)

(2) Now we estimate the right side of (41):

\[ \left\| (u^i - u^{i,j}) \partial_x \eta^{i,j} \right\|_{B_{p,r}^{s-2}} \leq C \left\| u^i - u^{i,j} \right\|_{B_{p,r}^{s-1}} \| \partial_x \eta^{i,j} \|_{B_{p,r}^{s-2}}, \]

\[ \left\| (\eta^{i,j} - \eta^i) \partial_x u^i \right\|_{B_{p,r}^{s-2}} \leq C \left\| \eta^{i,j} - \eta^i \right\|_{B_{p,r}^{s-1}} \| \partial_x u^i \|_{B_{p,r}^{s-1}}, \]

\[ \left\| \eta^{i,j} \partial_x \left( u^{i,j} - u^i \right) \right\|_{B_{p,r}^{s-2}} \leq C \| \partial_x \left( u^{i,j} - u^i \right) \|_{B_{p,r}^{s-1}}, \]

\[ \left\| \partial_x \left( u^{i,j} - u^i \right) \right\|_{B_{p,r}^{s-1}} \leq C \left\| u^{i,j} - u^i \right\|_{B_{p,r}^{s-1}}. \]

Combining (1), (2), and Lemma 12 yields for all \( t \in [0,T] \)

\[ \left\| u^{i,j+1} - u^{i+1} \right\|_{B_{p,r}^{s-1}} \leq e^{C \int_0^t \|u^{i,j}\|_{B_{p,r}^{s-1}} \, dt} \]

\[ \times \left\{ \left\| u_{0}^{i+1} - u_{0}^{i} \right\|_{B_{p,r}^{s-1}} + C \right. \]

\[ \left. \times \int_0^t e^{-C \int_0^s \|u^{i,j}\|_{B_{p,r}^{s-1}} \, ds} \, ds \times \left[ \left( \|u^i - u^{i,j}\|_{B_{p,r}^{s-1}} + \|\eta^i - \eta^{i,j}\|_{B_{p,r}^{s-1}} + 1 \right) \right. \right. \]

\[ + \left. \left. \left\| u^{i,j} - u^i \right\|_{B_{p,r}^{s-1}} \times \left( \left\| u^i \right\|_{B_{p,r}^{s-1}} + \|u^{i,j}\|_{B_{p,r}^{s-1}} + \|u^{i+1}\|_{B_{p,r}^{s-1}} + k + 1 \right)^{s+1} \right) \right\} ds \right\}. \]

(47)

Since \((u^i,\eta^i)_{i\in\mathbb{N}}\) is uniformly bounded in \( E_{p,r}^i(T) \times B_{p,r}^{s-2}(T) \) and

\[ u_{0}^{i+1} - u_{0}^{i} = \sum_{q=i+1}^{i+j} \Delta q u_0, \]

(48)

there exists a constant \( C_T \) independent of \( i, j \) such that for all \( t \in [0,T] \), we get

\[ \left\| u^{i,j+1} - u^{i+1} \right\|_{B_{p,r}^{s-1}} + \left\| \eta^{i,j+1} - \eta^{i+1} \right\|_{B_{p,r}^{s-2}} \leq C_T \left[ 2^{-j} + \int_0^t \left( \left\| u^{i,j} - u^i \right\|_{B_{p,r}^{s-1}} + \left\| \eta^{i,j} - \eta^i \right\|_{B_{p,r}^{s-2}} \right) \, ds \right]. \]

(49)

By induction, we obtain that

\[ \left\| u^{i,j+1} - u^{i+1} \right\|_{L^\infty_{(0,T);B_{p,r}^{s-1}}} + \left\| \eta^{i,j+1} - \eta^{i+1} \right\|_{L^\infty_{(0,T);B_{p,r}^{s-2}}} \leq \frac{C_T T^{i+1}}{(i+1)!} \left[ \left\| u^i \right\|_{L^\infty_{((0,T);B_{p,r}^{s-1})}} + \left\| \eta^i \right\|_{L^\infty_{((0,T);B_{p,r}^{s-2})}} \right] \]

\[ + C_T \sum_{j=0}^i 2^{-(j-1)} \frac{(C_T T)^j}{j!}. \]

(50)

Since \( \|u^i\|_{L^\infty_{((0,T);B_{p,r}^{s-1})}} \) and \( \|\eta^i\|_{L^\infty_{((0,T);B_{p,r}^{s-2})}} \) are bounded independently of \( j \), we conclude that there exists a new constant \( C_{T,i} \) such that

\[ \left\| u^{i,j+1} - u^{i+1} \right\|_{L^\infty_{(0,T);B_{p,r}^{s-1}}} + \left\| \eta^{i,j+1} - \eta^{i+1} \right\|_{L^\infty_{(0,T);B_{p,r}^{s-2}}} \leq C_{T,i} 2^{-i}. \]

(51)

Consequently, \((u^i,\eta^i)_{i\in\mathbb{N}}\) is a Cauchy sequence in \( C([0,T]; B_{p,r}^{s-1}) \times C([0,T]; B_{p,r}^{s-2}) \).
Step 4. We end the proof of existence of solutions.

Firstly, since \((u', \eta')_{t \in \mathbb{N}}\) is uniformly bounded in \(L^\infty([0,T]; B_{p,r}^{-1}) \times L^\infty([0,T]; B_{p,r}^{-2})\), according to the Fatou property for Besov space, it guarantees that \((u, \eta)\) also belongs to \(L^\infty([0,T]; B_{p,r}^1) \times L^\infty([0,T]; B_{p,r}^2)\).

Secondly, for \((u', \eta')_{t \in \mathbb{N}}\) is a Cauchy sequence in \(C([0,T]; B_{p,r}^1) \times C([0,T]; B_{p,r}^2)\), so it converges to some limit function \((u, \eta) \in C([0,T]; B_{p,r}^1) \times C([0,T]; B_{p,r}^2)\). An interpolation argument insures that the convergence holds in \(C([0,T]; B_{p,r}^{s-1}) \times C([0,T]; B_{p,r}^{s-2})\) for any \(s' < s\). It is easy to pass to the limit in (25) and to conclude that \((u, \eta)\) is indeed a solution to (24). Thanks to the fact that \((u, \eta)\) belongs to \(L^\infty([0,T]; B_{p,r}^1) \times L^\infty([0,T]; B_{p,r}^2)\) we know that the right side of the first equation in (24) belongs to \(L^\infty([0,T]; B_{p,r}^1) \times L^\infty([0,T]; B_{p,r}^2)\) in the case of \(r < \infty\), applying Lemma 13 derives \((u, \eta) \in C([0,T]; B_{p,r}^1) \times C([0,T]; B_{p,r}^2)\) for any \(s' < s\).

Finally, with (24), we obtain that \((u_t, \eta_t)_{t \in \mathbb{N}}\) in \(C([0,T]; B_{p,r}^1) \times C([0,T]; B_{p,r}^2)\) if \(r < \infty\), and in \(L^\infty([0,T]; B_{p,r}^{s-1}) \times L^\infty([0,T]; B_{p,r}^{s-2})\) otherwise. Thus, \((u, \eta)\) in \(E_{p,r}^1(T) \times E_{p,r}^2(T)\). Moreover, a standard use of a sequence of viscosity approximated solutions \((u_\epsilon, \eta_\epsilon)_{\epsilon > 0}\) for (24) which converges uniformly in \(C([0,T]; B_{p,r}^1) \cap C^1([0,T]; B_{p,r}^{s-1}) \times C([0,T]; B_{p,r}^{s-2})\) gives the continuity of solution \((u, \eta)\) in \(E_{p,r}^1(T) \times E_{p,r}^2(T)\).

3.2. Uniqueness and Continuity with Initial Data

**Lemma 14.** Assume that \(1 \leq p, r \leq \infty\), and \(s > \max(1 + 1/p, 3/2)\). Let \((u', \eta')\) and \((u'', \eta'')\) be two given solutions to the system (24) with initial data \((u_0', \eta_0'), (u_0'', \eta_0'') \in B_{p,r}^s \times B_{p,r}^{s-1}\) satisfying \(u', u'' \in L^\infty([0,T]; B_{p,r}^s) \cap C([0,T]; B_{p,r}^{s-1})\) and \(\eta', \eta'' \in L^\infty([0,T]; B_{p,r}^{s-1}) \cap C([0,T]; B_{p,r}^{s-2})\). Then for every \(t \in [0,T]\), one has

\[
\left\| u' - u'' \right\|_{B_{p,r}^s} + \left\| \eta' - \eta'' \right\|_{B_{p,r}^{s-1}} \\
\leq \left( \left\| u_0' - u_0'' \right\|_{B_{p,r}^s} + \left\| \eta_0' - \eta_0'' \right\|_{B_{p,r}^{s-1}} \right) \\
\times e^{C \int_0^t (\| u' x ||_{p,r} + || u'' x ||_{p,r} + || \eta' x ||_{p,r} + || \eta'' x ||_{p,r}) \, dx}.
\]

**Proof.** Denote \(u^{12} = u'' - u', \eta^{12} = \eta'' - \eta'\); then

\[
\begin{align*}
\quad u^{12} & \in L^\infty([0,T]; B_{p,r}^s) \cap C([0,T]; B_{p,r}^{s-1}), \\
\quad \eta^{12} & \in L^\infty([0,T]; B_{p,r}^{s-1}) \cap C([0,T]; B_{p,r}^{s-2}),
\end{align*}
\]

which implies that \((u^{12}, \eta^{12}) \in C([0,T]; B_{p,r}^{s-2}) \times C([0,T]; B_{p,r}^{s-2})\), and \((u^{12}, \eta^{12})\) satisfies the following transport equation:

\[
\partial_t u^{12} + u^{12} \partial_x u^{12} = -u^{12} \partial_x u^{2} + F_1(t,x),
\]

\[
t > 0, \ x \in \mathbb{R},
\]

\[
\partial_t \eta^{12} + u^{12} \partial_x \eta^{12} = F_0(t,x), \ t > 0, \ x \in \mathbb{R},
\]

\[
u^{12} (x,0) = u_0^{12} = u_0^2 - u_0^1, \ x \in \mathbb{R},
\]

\[
\eta^{12} (x,0) = \eta_0^{12} = \eta_0^2 - \eta_0^1, \ x \in \mathbb{R},
\]

with

\[
F_1 (t,x) = P(D) \left[ u_0^{12} (u^1 + u^2) + \frac{1}{2} \partial_x u_2^2 \partial_x (u^1 + u^2) \right] + 2ku^{12} + \frac{1}{2} \eta^{12} (\eta^1 + \eta^2 + 2)
\]

\[
+ P_1(D) \left[ -\lambda \left( (u^1)^{2m+1} - (u^2)^{2m+1} \right) + \beta \left( (u^1)^{2m} u^1 x - (u^2)^{2m} u^2 x \right) \right] + F_0(t,x).
\]

According to Lemma 12, we have

\[
e^{-C \int_0^t \| \partial_x u'\|_{B_{p,r}^{s-1}} \, dx} \left\| u^{12} \right\|_{B_{p,r}^s} \\
\leq \left\| u_0^{12} \right\|_{B_{p,r}^{s-1}} + C \int_0^t e^{-C \int_0^s \| \partial_x u' \|_{B_{p,r}^{s-1}} \, ds} \left( \left\| u^{12} \partial_x u^2 \right\|_{B_{p,r}^{s-1}} + \left\| F_1 \right\|_{B_{p,r}^{s-1}} \right) \, ds,
\]

\[
e^{-C \int_0^t \| \partial_x u' \|_{B_{p,r}^{s-1}} \, dx} \left\| \eta^{12} \right\|_{B_{p,r}^{s-1}} \\
\leq \left\| \eta_0^{12} \right\|_{B_{p,r}^{s-1}} + C \int_0^t e^{-C \int_0^s \| \partial_x u' \|_{B_{p,r}^{s-1}} \, ds} \left\| F_0 \right\|_{B_{p,r}^{s-1}} \, ds.
\]

Similar to the proof of the third step in Section 3.1, here we only focus our attention on the high order terms. We deduce that

\[
\left\| P_1(D) \left[ -\lambda \left( (u^1)^{2m+1} - (u^2)^{2m+1} \right) + \beta \left( (u^1)^{2m} u^1 x - (u^2)^{2m} u^2 x \right) \right] \right\|_{B_{p,r}^{s-1}} \leq C \left( 1 + \left\| u' \right\|_{B_{p,r}^s} + \left\| u^2 \right\|_{B_{p,r}^s} \right)^{s+1} \left\| u^{12} \right\|_{B_{p,r}^{s-1}}.
\]
Hence,
\[
\| -u^{12} \partial_x u^2 + F_1(t,x) \|_{B_{p,r}^{-1}} + \| F_0(t,x) \|_{B_{p,r}^{-2}} \\
\leq \left( \| u^{12} \|_{B_{p,r}^{-1}} + \| \eta^{12} \|_{B_{p,r}^{-2}} \right) \\
\times \left( k + 1 + \| u^1 \|_{B_{p,r}^{-1}} + \| u^2 \|_{B_{p,r}^{-1}} \right)^{s+1} \\
+ \| \eta^1 \|_{B_{p,r}^{-1}} + \| \eta^2 \|_{B_{p,r}^{-2}},
\]
which together with (56) makes us obtain
\[
e^{-C \int_0^t \| u \|_{B_{p,r}^{-1}} \| \eta \|_{B_{p,r}^{-2}} dt} \left( \| u^{12} \|_{B_{p,r}^{-1}} + \| \eta^{12} \|_{B_{p,r}^{-2}} \right) \\
\leq \left( \| u_0^{12} \|_{B_{p,r}^{-1}} + \| \eta_0^{12} \|_{B_{p,r}^{-2}} \right) \\
+ C \int_0^t e^{-C \int_0^s \| u \|_{B_{p,r}^{-1}} \| \eta \|_{B_{p,r}^{-2}} ds} \left( \| u^{12} \|_{B_{p,r}^{-1}} + \| \eta^{12} \|_{B_{p,r}^{-2}} \right) \\
\times \left( k + 1 + \| u^1 \|_{B_{p,r}^{-1}} + \| u^2 \|_{B_{p,r}^{-1}} \right)^{s+1} \\
+ \| \eta^1 \|_{B_{p,r}^{-1}} + \| \eta^2 \|_{B_{p,r}^{-2}},
\]
Using Gronwall's inequality, we complete the proof of Lemma 14. \( \square \)

**Remark 15.** When \( p = r = 2 \), the Besov space \( B_{2,2}^s(\mathbb{R}) \) coincides with the Sobolev space \( H^s(\mathbb{R}) \). Theorem 1 implies that under the assumption \( (u_0, \rho_0 - 1) \in H^s(\mathbb{R}) \times H^{s-1}(\mathbb{R}) \) with \( s > 3/2 \), we obtain the local well-posedness for system (1), which improves the corresponding results in [20, 25, 35] by Kato's theory, where \( s \geq 2 \) is assumed in [25, 35] and \( s \geq 3 \) in [20].

**Remark 16.** The existence time for system (1) may be chosen independently of \( s \) in the following sense [43]. If \( (u, \rho - 1) \in C([0,T];H^s) \cap C^1([0,T];H^{s-1}) \cap C^1([0,T];H^{s-2}) \cap C^1([0,T];H^{s-3}) \) is the solution of system (1) with initial data \( (u_0, \rho_0 - 1) \in H^s \times H^{s-1} \) for some \( r > 3/2, \ r \neq s \), then \( (u, \rho - 1) \in C([0,T];H^s) \cap C^1([0,T];H^{s-1}) \cap C^1([0,T];H^{s-2}) \) with the same time \( T \). In particular, if \( (u, \rho - 1) \in H^{s_0} \times H^{s_0} \), then \( (u, \rho - 1) \in C([0,T];H^{s_0}) \times C([0,T];H^{s_0}) \).

### 4. Wave-Breaking Phenomena

In this section, attention is turned to investigating conditions of wave breaking and the precise blow-up rate of strong solutions to system (1). Using Theorem 1 and Remark 16, we establish the precise wave-breaking scenarios of strong solutions to system (1).

#### 4.1. The Proof of Theorem 2

Applying Theorem 1, Remark 16, and a simple density argument, we only need to show that Theorem 2 holds with \( s \geq 3 \). Here we assume \( s = 3 \) to prove the theorem.

Noting that \( \eta = \rho - 1 \), we rewrite the system (1) as
\[
u_t - u_{xx} + 3u_{xx} + \eta_{xx} + \xi_{xx} + 2k u_x \\
+ \lambda u^{2n+1} - \beta u^m u_{xx} \\
= 2u_x u_{xx} + u_{xxx}, \quad t > 0, \ x \in \mathbb{R},
\]
\[
\eta_t + u_{xx} + \eta_{xx} + \xi_{xx} = 0, \quad t > 0, \ x \in \mathbb{R},
\]
\[
u(x,0) = u_0(x), \quad \eta(x,0) = \rho_0(x) - 1, \ x \in \mathbb{R}.
\]

Multiplying the first equation in (60) by \( u \) and integrating by parts, we deduce that
\[
1 \frac{d}{dt} \int \nu^2 + \nu_x^2 \ dx + \lambda \int u^{2n+2} \ dx \\
+ \int \beta(2m+1) u^{2m} u_x^2 \ dx \\
= \frac{1}{2} \int \eta^2 u_x^2 \ dx + \int \eta u_{xx} \ dx.
\]

Since \( \int \lambda u^{2n+2} \ dx \geq 0 \) and \( \int \beta(2m+1) u^{2m} u_x^2 \ dx \geq 0 \), then
\[
1 \frac{d}{dt} \int \nu^2 + \nu_x^2 \ dx \leq \frac{1}{2} \int \eta^2 u_x^2 \ dx + \int \eta u_{xx} \ dx.
\]
Multiplying the second equation in (60) by \( \eta \) and integrating by parts, we have
\[
1 \frac{d}{dt} \int \eta^2 \ dx = - \frac{1}{2} \int \eta^2 u_x^2 \ dx - \int \eta u_{xx} \ dx,
\]
which together with (62) implies
\[
\frac{d}{dt} \int \nu^2 + \nu_x^2 + \eta^2 \ dx \leq 0.
\]

On the other hand, multiplying the first equation in (60) by \( u_{xx} \) and integrating by parts again, we get
\[
-1 \frac{d}{dt} \int u_{xx}^2 + u_{xxx}^2 \ dx - \lambda(2n+1) \\
\times \int (u^{2n} u_{xx}) \ dx - \beta \int (u^{2m} u_{xx}^2) \ dx \\
= \frac{3}{2} \int u_x (u_{xx}^2 + u_{xxx}^2) \ dx + \frac{1}{2} \int u_x [(\eta^2)_{xx} + 2 \eta u_{xx}] \ dx.
\]

Multiplying the second equation in (60) by \( \eta_{xx} \) and integrating by parts, we obtain
\[
-1 \frac{d}{dt} \int \eta_{xx}^2 = \frac{1}{2} \int u_x (\eta_{xx}^2 - 2 \eta u_{xx} - 2 \eta_{xx}) \ dx,
\]
which together with (65) derives

\[- \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} (u_x^2 + u_{xx}^2) \, dx - \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} \eta_x^2 \, dx - \lambda (2n + 1) \]

\[\times \int_{\mathbb{R}} (u_x^{2n} u_{xx}^2) \, dx - \beta \int_{\mathbb{R}} (u_x^{2n} u_{xx}^2) \, dx \]

\[= \frac{3}{2} \int_{\mathbb{R}} u_x (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx. \tag{67}\]

For \(\lambda (2n + 1) \int_{\mathbb{R}} (u_x^{2n} u_{xx}^2) \, dx \geq 0\) and \(\beta \int_{\mathbb{R}} (u_x^{2n} u_{xx}^2) \, dx \geq 0\), we have

\[\frac{d}{dt} \int_{\mathbb{R}} (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx \leq -3 \int_{\mathbb{R}} u_x (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx. \tag{68}\]

Therefore, combining (64) with (68), one deduces that

\[\frac{d}{dt} \int_{\mathbb{R}} (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx \leq -3 \int_{\mathbb{R}} u_x (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx. \tag{69}\]

Assume that \(T \leq +\infty\) and there exists \(M > 0\) such that

\[u_x (t, x) \geq -M, \quad \text{for} \quad (t, x) \in [0, T) \times \mathbb{R}, \]

\[\|\rho_x (t, \cdot)\|_{L^\infty} \leq M, \quad \text{for} \quad t \in [0, T). \tag{70}\]

It follows from (69) that

\[\frac{d}{dt} \int_{\mathbb{R}} (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx \leq 3M \int_{\mathbb{R}} (u_x^2 + u_{xx}^2 + \eta_x^2) \, dx. \tag{71}\]

Applying Gronwall’s inequality to (71) yields, for all \(t \in [0, T),\)

\[\|u (t)\|_{H^2}^2 + \|\eta (t)\|_{H^1}^2 \leq 2 \left( \|u_0\|_{H^2}^2 + \|\eta_0\|_{H^1}^2 \right) e^{3MT}. \tag{72}\]

Differentiating the first equation in (60) with respect to \(x\) and multiplying the obtained equation by \(u_{xxx}\), then integrating by parts, we get

\[\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} (u_{xx}^2 + u_{xxx}^2) \, dx \]

\[= \frac{\lambda (2n - 1) 2n (2n + 1)}{3} \]

\[\times \int_{\mathbb{R}} u_{xx}^{2n-2} u_{xxx}^2 \, dx - \lambda (2n + 1) \int_{\mathbb{R}} u_x^{2n} u_{xx}^2 \, dx \]

\[+ \beta m (2m - 1) \int_{\mathbb{R}} u_x^{2m-2} u_{xx}^2 u_{xxx}^2 \, dx \]

\[+ \beta m \int_{\mathbb{R}} u_{xx}^{2m-1} u_{xxx} \, dx - \beta \int_{\mathbb{R}} u_x^{2m} u_{xxx}^2 \, dx - \frac{15}{2}
\]

\[\times \int_{\mathbb{R}} u_x^2 u_{xx}^2 \, dx - \frac{5}{2} \int_{\mathbb{R}} u_x u_{xx}^2 \, dx \]

\[-2 \int_{\mathbb{R}} \eta_x \eta_{xx} u_{xx} \, dx + \int_{\mathbb{R}} \eta \eta_{xxx} u_{xxx} \, dx \]

\[+ \int_{\mathbb{R}} \eta \eta_{xx} u_{xxx} \, dx. \tag{73}\]

Differentiating the second equation twice in (60) with respect to \(x\) and multiplying the resulted equation by \(\eta_{xx}\), then integrating by parts, we deduce that

\[\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} \eta_x^2 \, dx = -\frac{5}{2} \int_{\mathbb{R}} u_x \eta_x^2 \, dx - 3 \int_{\mathbb{R}} \eta_x \eta_{xx} u_{xx} \, dx \]

\[-\int_{\mathbb{R}} \eta \eta_{xxx} u_{xxx} \, dx - \int_{\mathbb{R}} \eta_{xx} u_{xxx} \, dx, \tag{74}\]

which together with (73), \(\lambda (2n + 1) \int_{\mathbb{R}} u_{xx}^{2n} \, dx \geq 0\), and \(\beta \int_{\mathbb{R}} u_{xx}^{2m} \, dx \geq 0\) one has

\[\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}} (u_{xx}^2 + u_{xxx}^2 + \eta_{xx}^2) \, dx \]

\[\leq 10M \int_{\mathbb{R}} (u_{xx}^2 + u_{xxx}^2 + \eta_{xx}^2) \, dx \]

\[+ \frac{\lambda (2n - 1) 2n (2n + 1)}{3} \]

\[\times \int_{\mathbb{R}} u_x^2 \, dx \]

\[+ \beta m (2m - 1) \int_{\mathbb{R}} u_x^2 \, dx \]

\[\times \int_{\mathbb{R}} u_x^2 \, dx \quad \text{and} \quad \|u_x\|_{L^2}^{2m-2} \int_{\mathbb{R}} u_x^2 \, dx, \quad \text{where we have used (64), (70), and (72).} \]

Applying Sobolev’s embedding theorem and Hölder’s inequality yields

\[\int_{\mathbb{R}} u_{xx}^2 \, dx \leq \|u_{xx}\|_{L^\infty} \int_{\mathbb{R}} |u_x| \, dx \]

\[\leq \|u_{xx}\|_{L^4} \int_{\mathbb{R}} |u_x| \, dx \leq \|u_{xx}\|_{L^4}^2 \int_{\mathbb{R}} |u_x| \, dx, \tag{76}\]
together with (72) and (75); thus there exists \( C_1 > 0 \) and \( C_2 > 0 \) such that

\[
\frac{d}{dt} \int_{\mathbb{R}} \left( u_{xx}^2 + u_{xxx}^2 + \eta_{xx}^2 \right) dx \\
\leq C_1 + C_2 \int_{\mathbb{R}} \left( u_{xx}^2 + u_{xxx}^2 + \eta_{xx}^2 \right) dx.
\]

(77)

Using Gronwall's inequality, for all \( t \in (0, T) \), we have

\[
\int_{\mathbb{R}} \left( u_{xx}^2 + u_{xxx}^2 + \eta_{xx}^2 \right) dx \\
\leq e^{C_2 t} \int_{\mathbb{R}} \left( u_{0xx}^2 + u_{0xxx}^2 + \eta_{0xx}^2 \right) dx + \frac{C_1}{C_2} (e^{C_2 t} - 1),
\]

(78)

which contradicts the assumption of the maximal existence time \( T < +\infty \).

Conversely, using Sobolev's embedding theorem \( H^s \hookrightarrow L^\infty (s > 1/2) \), we derive that if condition (9) in Theorem 2 holds, the corresponding solution blows up in finite time, which completes the proof of Theorem 2.

4.2. The Proof of Theorem 3. Firstly, we present three lemmas which are used to prove the blow-up mechanisms and the global existence of solutions to system (1).

**Lemma 17** (see [44]). Let \( T > 0 \) and \( u \in C^1([0, T); H^2(\mathbb{R})) \).

Then for all \( t \in [0, T) \), there exists at least one point \( \xi(t) \in \mathbb{R} \) with

\[
m(t) = \inf_{x \in \mathbb{R}} u_x(t, x) = u_x(t, \xi(t)).
\]

(79)

The function \( m(t) \) is absolutely continuous on \((0, T)\) with

\[
\frac{d}{dt} m(t) = u_{xt}(t, \xi(t)) \quad \text{a.e. on } (0, T).
\]

(80)

Now consider the following trajectory equation:

\[
\frac{d}{dt} q(t, x) = u(t, q(t, x)), \quad t \in [0, T), \quad q(x, 0) = x, \quad x \in \mathbb{R},
\]

(81)

where \( u \) denotes the first component of solution \((u, \rho - 1)\) to system (1).

**Proof of Theorem 3.** The technique used here is inspired from [20]. Similar to the proof of Theorem 2, we only need to show that Theorem 3 holds with some \( s = 3 \).

By Lemma 17, we obtain that there exists \( \xi(t) \) with \( t \in [0, T) \) such that

\[
m(t) = u_x(t, \xi(t)) = \inf_{x \in \mathbb{R}} u_x(t, x), \quad \text{for all } t \in [0, T).
\]

(84)

Hence, we have \( u_{xx}(t, \xi(t)) = 0 \) for a.e. \( t \in [0, T) \).

On the other hand, since \( q(t, \cdot) : \mathbb{R} \to \mathbb{R} \) is diffeomorphism for any \( t \in [0, T) \), there exists \( x_1(t) \in \mathbb{R} \) such that \( q(t, x_1(t)) = \xi(t) \), for all \( t \in [0, T) \). Using the second equation in system (1) and the trajectory equation (81), we have

\[
\frac{d}{dt} \rho(t, q(t, x)) = -u_x(t, q(t, x)) \rho(t, q(t, x)).
\]

(85)

Hence,

\[
\rho(t, q(t, x)) = \rho_0(x) e^{-\int_{0}^{t} u_x(q(r, x)) dr}.
\]

(86)

Taking \( x = x_1(t) \) in (85), together with \( q(t, x_1(t)) = \xi(t) \), for all \( t \in [0, T) \), then

\[
\frac{d}{dt} \rho(t, \xi(t)) = -u_x(t, \xi(t)) \rho(t, \xi(t)).
\]

(87)

Using the assumption \( \rho_0(x_0) = 0 \) with the point \( x_0 \) defined by \( \rho_0(x_0) = \inf_{t \in \mathbb{R}} u_{0x}(x) \) in Theorem 3 and letting \( \xi(0) = x_0 \), we deduce that \( \rho_0(\xi(0)) = \rho_0(x_0) = 0 \). From (87), we get

\[
\rho(t, \xi(t)) = 0, \quad \text{for all } t \in [0, T).
\]

(88)

If \( g(x) = (1/2)e^{-|x|^2} \), \( x \in \mathbb{R} \), then \( (1 - \partial_{xx})^{-1} f = g * f \) for all \( f \in L^2(\mathbb{R}) \), so we have \( \partial_{xx}^2 (1 - \partial_{xx})^{-1} f = \partial_{xx} g * f = g * f - f \).

For \( m = 0 \), differentiating the first equation in system (7) with respect to the variable \( x \)

\[
\frac{d}{dt} u_x + uu_x = P(D) \left( u^2 + \frac{u_x^2}{2} + 2ku + \frac{\rho^2}{2} \right) + P_1(D) \left( -\lambda u^{2n+1} + \beta u_{xx} \right)
\]

(89)

yields

\[
u_{tx} = -\frac{1}{2} u_x^2 - uu_{xx} + u^2 + 2ku + \frac{1}{2} \rho^2
\]

\[
- g * \left( u^2 + \frac{1}{2} u_x^2 + 2ku + \frac{1}{2} \rho^2 \right)
\]

\[
- \lambda \partial_x \left( g * u^{2n+1} \right) + \beta \partial_x \left( g * u \right) - \beta u_x.
\]

Note inequality \((1/2)u^2(x) \leq g * (u^2 + (1/2)u_x^2)(x)\) (see page 347, (5.8) in [28]). Using Sobolev's embedding theorem and (64), we obtain

\[
\frac{d}{dt} u^2(t, x) = \int_{-\infty}^{x} uu_x dx - \int_{x}^{+\infty} uu_x dx \leq \int_{\mathbb{R}} |uu_x| dx \leq \frac{1}{2} (\|u_x\|_{L^2}^2 + \|u\|_{L^2})^2.
\]

(91)
Here we denote \( C_{12} = (\sqrt{2}/2) \left( \| u_0 \|_{L^2}^2 + \| \eta_0 \|_{L^2}^2 \right)^{1/2} \), and thus \( \| u(t, \cdot) \|_{L^\infty} \leq C_{12} \).

Denoting \( C_{11} = \left( \| u_0 \|_{L^2}^2 + \| \eta_0 \|_{L^2}^2 \right)^{1/2} \) and combining with (64) yield that \( \| u \|_{L^\infty} \leq C_{11} \). Together with the definition of \( m(t) \), (88), and \( u_x \rightarrow (t, \xi(t)) = 0 \) for a.e. \( t \in [0, T) \), from (90) we derive that

\[
\frac{dm(t)}{dt} \leq - \frac{1}{2} m^2 (t) - \beta m (t) + \left[ \frac{u^2}{2} + 2ku - g * (2ku) \right] - \lambda d_x (g * u^{2m+1}) + \beta \partial_x (g * u) (t, \xi(t)).
\]

Using Young’s inequality, we have for all \( t \in [0, T) \),

\[
\| g * u \|_{L^\infty} \leq \| g \|_{L^1} \| u \|_{L^1} \leq C_{12},
\]

\[
\left| \partial_x (g * u^{2m+1}) \right| \leq \| g \|_{L^2} \| u \|_{L^2} \leq \frac{1}{2} (C_{12})^{2m+1},
\]

therefore, this together with (92) makes us deduce that

\[
\frac{dm_1(t)}{dt} \leq - \frac{1}{2} m_1^2(t) + K,
\]

where

\[
m_1(t) = m(t) + \beta, \quad K = \frac{1}{2} (C_{12})^2 + (4k + \beta) C_{12} + \frac{1}{2} \lambda (C_{12})^{2m+1} + \frac{1}{2} \beta^2.
\]

By the assumption of \( m_1(0) = u_{0x}(x_0) + \beta < \sqrt{2K} \), we now claim that \( m_1(t) < \sqrt{2K} \) is true for any \( t \in [0, T) \). In fact, assume that \( m_1(t) \geq \sqrt{2K} \) for some \( t \in [0, T) \); since \( m_1(t) \) is continuous, we deduce that there exists \( t_0 \in (0, T) \) such that \( m_1(t) > 2K \) for \( t \in [0, t_0) \), but \( m_1(t_0) = 2K \). Combining this with (94) gives \( dm_1(t)/dt < 0 \) a.e. on \([0, t_0)\). Since \( m_1(t) \) is absolutely continuous on \([0, t_0)\), so we get the contradiction \( m_1(t_0) < m_1(0) = u_{0x}(x_0) + \beta < \sqrt{2K} \). Thus we prove the claim.

Now we deduce that \( m_1(t) \) is strictly decreasing on \([0, T)\).

Choosing that \( \delta \in (0, 1) \) such that \(-\sqrt{\delta} 2K = \sqrt{2K} \), then we obtain from (94) that

\[
\frac{dm_1(t)}{dt} \leq - \frac{1}{2} m_1^2(t) + \frac{\delta}{2} m_1^2(0) \leq - \frac{1 - \delta}{2} m_1^2(t)
\]

a.e. on \([0, T)\). For \( m_1(t) \) is locally Lipschitz on \([0, T)\) and strictly negative, we get \( 1/m_1(t) \) is also locally Lipschitz on \([0, T)\). This gives

\[
\frac{d}{dt} \left( \frac{1}{m_1(t)} \right) = - \frac{1}{m_1^2(t)} \frac{dm_1(t)}{dt} \geq \frac{1 - \delta}{2} \quad \text{a.e. on} \ [0, T).
\]

Integration of this inequality yields

\[
- \frac{1}{m_1(t)} + \frac{1}{m_1(0)} \geq - \frac{1 - \delta}{2} t \quad \text{a.e. on} \ [0, T).
\]

Since \( m_1(t) < 0 \) on \([0, T)\), we obtain that the maximal existence time \( T \leq 2/(1 - \delta) m_1(0) < \infty \). Moreover, thanks to \( m_1(0) = u_{0x}(x_0) + \beta \), we again get that

\[
u_x(t, \xi(t)) \leq \frac{2}{2 + t (1 - \delta)} (u_{0x}(x_0) + \beta) - \beta
\]

\[
\rightarrow -\infty \quad \left( t \rightarrow \frac{-2}{(1 - \delta)} (u_{0x}(x_0) + \beta) \right),
\]

which completes the proof of Theorem 3. \( \square \)

Remark 20. From (81) and (85), one deduces that if \( (u_0, \rho_0) \in H^s \times H^{s-1} \) with \( s > 3/2 \) and the component \( u(t, x) \) does not break in finite time \( T \), then the component \( \rho \) is uniformly bounded for all \((t, x) \in [0, T) \times \mathbb{R}\). In fact, if there exists \( M > 0 \) such that \( u_x(t, x) \geq M \), for all \((t, x) \in [0, T) \times \mathbb{R} \), then

\[
\| \rho \|_{L^\infty} \leq \| \rho \|_{L^\infty}
\]

\[
eq e^{-\int_0^t u_x(r, \cdot) \, dr} \rho_0 \|_{L^{\infty}} \leq e^{2T} \rho_0 \|_{L^{\infty}},
\]

for all \( t \in [0, T) \).

We find that there is a similar estimation in [25].

Remark 21. Because of the presence of high order term \( u^{2m}u_{xx} \) in system (1), it is difficult to obtain the estimate for the term \(-\beta u^{2m}u_x \) without the assumption of \( m = 0 \).

4.3. The Proof of Theorem 4. Similar to the proof of Theorem 2, here we only need to show that Theorem 4 holds with \( s = 3 \). Note that system (1) with \( k = 0 \) is invariant under the transformation \((u, x) \rightarrow (-u, -x) \) and \((\rho, x) \rightarrow (\rho, -x) \). Thus, if \( u_{0x} \) is odd and \( \rho_0 \) is even, then the corresponding solution \((u(t, x), \rho(t, x)) \) satisfies that \( u(t, x) \) is odd and \( \rho(t, x) \) is even with respect to \( x \) for all \( t \in (0, T) \), where \( T \) is the maximal existence time. Hence, \( u(t, 0) = 0, \rho_x(t, 0) = 0 \).

Thanks to the transport equation \( \rho_x + u \rho_x + \rho u_x = 0 \) at the point \( x = 0 \), we have

\[
\frac{d}{dt} \rho(t, 0) + \rho(t, 0) \partial_x u(t, 0) = 0,
\]

\[
\rho(0, 0) = 0,
\]

which derives that \( \rho(t, 0) = 0 \). Noting that \( u^{2m}u_{xx} = \partial_x \left( u^{2m}u_{xx} \right) - 2mu^{2m-1}u_{xx}^2 \), we obtain

\[
\partial_x g \left( u^{2m}u_{xx} \right) = \partial_x \left( 1 - \partial_x \right) \left[ \partial_x \left( u^{2m}u_{xx} \right) - 2mu^{2m-1}u_{xx}^2 \right]
\]

\[
= g * \left( u^{2m}u_{xx} \right) - u^{2m}u_{xx} - 2m \partial_x \left[ g * \left( u^{2m-1}u_x^2 \right) \right].
\]
For $k = 0$, differentiating the first equation in system (7) with respect to the variable $x$

$$u_t + uu_x = -u_x (1 - u_{xx})^{-1} \left[ u^2 + \frac{u_x^2}{2} + \frac{\rho^2}{2} \right]$$
$$+ (1 - u_{xx})^{-1} \left[ -\lambda u^{2m+1} + \beta u^{2m} u_{xx} \right]$$

(103)

yields

$$u_{tx} = -\frac{1}{2} u_x^2 - uu_{xx} + u^2 + \frac{1}{2} \rho^2$$
$$- g * (u^2 + \frac{1}{2} u_x^2 + \frac{1}{2} \rho^2) - \lambda \Delta u \left( g * u^{2m+1} \right)$$
$$+ \beta g * \left( u^{2m} u_x - \beta u^{2m} u_{xx} - 2m \beta \Delta u \left( g * u^{2m-1} u_x \right) \right) .$$

Let $M(t) = u_x(t,0)$, and we have

$$\frac{dM(t)}{dt} \leq \frac{1}{2} M^2(t)$$
$$+ \left[ -\lambda \Delta u \left( g * u^{2m+1} \right) + \beta g * \left( u^{2m} u_x \right) \right]$$
$$- 2m \beta \Delta u \left( g * \left( u^{2m-1} u_x \right) \right) \left( t,0 \right) .$$

Denoting $C_{11} = \left\{ \| u_0 \|^2_{L^1} + \| u_0 \|^2_{L^2} \right\}^{1/2}$ and combining with (64) yield that $\| u \|_{L^1}$ and $\| u \|_{L^2}$ that

$$\left\| g * \left( u^{2m} u_x \right) \right\|_{L^2} \leq \frac{1}{2} \| u \|_{L^1} \| u \|_{L^2} \| u \|_{L^1}$$
$$\leq \frac{1}{4} \| u \|^2_{L^1} \| u \|^2_{L^2} + \frac{1}{4} \| u \|^2_{L^1} \| u \|^2_{L^2}$$

(106)

which together with (93) and (105) derives

$$\frac{dM(t)}{dt} \leq \frac{1}{2} M^2(t) + K_1,$$ 

(108)

where

$$K_1 = \frac{1}{2} \lambda (C_{12})^{2m+1} + \frac{1}{2} \beta C_{12}^{2m} C_{11} + \beta m C_{12}^{2m-1} C_{11} .$$

(109)

Similarly as in the proof of Theorem 3, from (108) one gets that $M(t) < M(0) < -\sqrt{2K_1}$ for all $t \in [0,T]$, and there exists $\delta_1 \in (0,1)$ such that $-\delta_1 M(0) = \sqrt{2K_1}$. Thus,

$$-\frac{1}{M(t)} + \frac{1}{M(0)} \leq -\frac{1}{2} - \frac{\delta_1}{2} t \text{ a.e. on } [0,T],$$

(110)

which implies the maximal existence time $T_1 \leq -2/(1 - \delta_1) M(0) < \infty$. Then,

$$u_x(t,0) \leq \frac{2 \rho u_0(0)}{2 + t (1 - \delta_1) \rho u_0(0)} \rightarrow -\infty$$

(111)

as $t \rightarrow -\frac{2}{1 - \delta_1} \rho u_0(0)$, which completes the first part of the proof of Theorem 4.

Differentiating the transport equation $\rho_x + uu_x + \rho u_x = 0$ with respect to the variable $x$, together with the trajectory equation (81), we get

$$\frac{d\rho_x(t,q(t,x))}{dt} = -u_{xx}(t,q(t,x)) \rho (t,q(t,x))$$
$$- 2u_x(t,q(t,x)) \rho_x(t,q(t,x)) .$$

(112)

Taking $x = x_1(t)$ and noting that $q(t,x_1(t)) = \xi(t)$ and $u_{xx}(t,\xi(t)) = 0$, we have

$$\frac{d\rho_x(t,\xi(t))}{dt} = -2u_x(t,\xi(t)) \rho_x(t,\xi(t)) .$$

(113)

Noting the assumption, (84), and $\xi(0) = x_0$, $\rho_{ox}(x_0)$ yields that

$$\rho_x(t,\xi(t)) = \rho_{ox}(\rho_{ox}(x_0)) e^{-2 \int_{t}^{\infty} u_x(x,\xi(x)) dx}$$
$$= \rho_{ox}(x_0) e^{-2 \int_{t}^{\infty} u_x(x,\xi(x)) dx} .$$

(114)

Thanks to (III), for any $t \in [0,T]$, we have

$$e^{-2 \int_{t}^{\infty} u_x(x,\xi(x)) dx} \leq e^{-2 \int_{t}^{\infty} u_x(x,\xi(x)) dx}$$

(115)

Therefore, if $\rho_{ox}(x_0) > 0$, from (115), for $0 < T_2 \leq -2/(1 - \delta_1) M_{u_0}(0)$, we have

$$\sup_{x \in \mathbb{R}} \rho_x(t,x) \geq \rho_x(t,\xi(t)) \rightarrow +\infty \text{ as } t \rightarrow T_2 .$$

(116)

On the other hand, if $\rho_{ox}(x_0) < 0$, for $0 < T_2 \leq -2/(1 - \delta_1) M_{u_0}(0)$, it follows from (115) that

$$\inf_{x \in \mathbb{R}} \rho_x(t,x) \leq \rho_x(t,\xi(t)) \rightarrow -\infty \text{ as } t \rightarrow T_2 .$$

(117)

Now we complete the proof of Theorem 4.

Remark 22. Under the same conditions in Theorem 3 with $s > 5/2$ and $\rho_{ox}(x_0) \neq 0$, we follow a similar argument of Theorem 4 to obtain the same blow-up results (i) and (ii) in Theorem 4.

Remark 23. Thanks to the assumption of $k = 0$, system (1) is invariant under the transformation $(u,x) \rightarrow (-u,-x)$ and $(\rho,x) \rightarrow (\rho,-x)$.

4.4. Blow-Up Rate. Having established the wave-breaking results for system (1), we give the estimate for the blow-up rate of solutions to system (1).
Proof of Theorem 5. Noting that \( |g \ast \eta| \leq (1/2)(g\|_{L^2_t}^2 + \eta\|_{L^2_t}^2) \leq (1/2)(1 + \|u_0\|_{H^s} + \|\eta_0\|_{L^2_t}) \), we have

\[
0 \leq g \left( u^2 + \frac{1}{2}u_x^2 + \frac{1}{2}\eta^2 \right)
\leq \|g\|_{L^\infty} \left( u^2 + \frac{1}{2}u_x^2 + \frac{1}{2}\eta^2 \right) + |g \ast \eta| + \frac{1}{2}
\leq 1 + \|u_0\|_{H^s} + \|\eta_0\|_{L^2_t} = 1 + 2C_{12}.
\]

Similar to the proof of Theorem 3, we obtain

\[
\frac{dm_1(t)}{dt} \leq -\frac{1}{2}m_1^2(t) + K_2,
\]

where

\[K_2 = 1 + 3(C_{12})^2 + (4k + \beta)C_{12} + \frac{1}{2}\lambda(C_{12})^{2n+1} + \frac{1}{2}\beta^2.\]

Therefore, choosing \( \varepsilon \in (0, 1/2) \) and using (99), we find \( t_0 \in (0, T) \) such that \( m_1(t_0) < -\sqrt{2K_2 + K_2/\varepsilon} \). Since \( m_1(t) \) is locally Lipschitz, it follows that \( m_1(t) \) is absolutely continuous. Integrating (119) on interval \([t_0, t]\) with \( t \in [t_0, T) \), we deduce that \( m_1(t) \) is decreasing on \([t_0, T)\) and

\[m_1(t) \leq -\sqrt{2K_2 + K_2/\varepsilon} \quad \text{for a.e. } t \in (t_0, T).\]

It deduces from (119) that

\[
\frac{dm_1(t)}{dt} \leq K_2 \quad \implies \quad -K_2 - \frac{1}{2}m_1^2(t)
\leq \frac{dm_1(t)}{dt} \leq K_2 - \frac{1}{2}m_1^2(t)
\]

\[\text{a.e. } t \in (t_0, T).\]

Noting that \( m_1(t) < 0 \) on \((t_0, T)\), we obtain

\[
\frac{1}{2} - \varepsilon \leq \frac{d}{dt} \left( \frac{1}{m_1(t)} \right) \leq \frac{1}{2} + \varepsilon \quad \text{for a.e. } t \in (t_0, T).\]

Integrating the above relation on \((t, T)\) with \( t \in [t_0, T) \) and noting that

\[
\lim_{t \to T^{-}} m_1(t) = -\infty,
\]

we have \((1/2) - \varepsilon(T - t) \leq -1/m_1(t) \leq (1/2) + \varepsilon(T - t)\).

Since \( \varepsilon \in (0, 1/2) \) is arbitrary, it deduces from (95) and (124) that

\[
\lim_{t \to T^{-}} \left[ \inf_{x \in \mathbb{R}} (u_x(t, x) + \beta)(T - t) \right] = -2.
\]

which completes the proof of Theorem 5.

\[\square\]

Remark 24. Let \( T < \infty \) be the blow-up time of the corresponding solution to system (1). The initial data \((u_0, \rho_0 - 1) \in H^s \times H^{s-1}\) with \( s > 3/2 \) satisfies the assumptions of Theorem 4. Then,

\[
\lim_{t \to T^{-}} \left[ \inf_{x \in \mathbb{R}} u_x(t, 0)(T - t) \right] = -2.
\]

Proof. The argument is similar to the proof of Theorem 5; here we omit it.

\[\square\]

5. The Proof of Theorem 6

In this section, we first give a lemma on global strong solutions to system (1). Then, we present the proof of Theorem 6. We need to pay more attention to the assumption \( m = 0 \) and \( \rho_0(x) \neq 0 \) for all \( x \in \mathbb{R} \).

Lemma 25. Assume \( m = 0 \) in system (1) and \((u_0, \rho_0 - 1) \in H^s \times H^{s-1}\) with \( s > 3/2 \). Let \( T > 0 \) be the maximal existence time of corresponding solution \((u, \rho)\) to system (1) in the case of \( m = 0 \) with initial data \((u_0, \rho_0)\). If \( \rho_0(x) \neq 0 \) for all \( x \in \mathbb{R} \), then there exists a constant \( \beta_2 > 0 \) such that

\[
\liminf_{t \to T^{-} \text{ as } x \in \mathbb{R}} u_x(t, x) \geq -\frac{1}{2}\beta_2 \left[ 3 + 2\beta^2 + 2\|u_0, \rho_0 - 1\|_{H^s \times H^{s-1}} \right] e^{K_4 T} - \beta,
\]

where \( K_4 \) is a fixed constant defined in (132).

Proof. From Lemma 18, we have \( \inf_{x \in \mathbb{R}} u_x(t, q(t, x)) = \inf_{x \in \mathbb{R}} u_x(t, x) \) for all \( t \in [0, T) \). Let \( H(t, x) = u_x(t, q(t, x)) + \beta y(t, x) = \rho(t, q(t, x)) \), and then

\[
\frac{dH(t, x)}{dt} = (u_{tx} + uu_{xx}) (t, q(t, x))
\]

\[
\frac{dy(t, x)}{dt} = -y(t, x) \left[ H(t, x) - \beta \right].
\]

Noting \( m = 0 \) and using (90) yield

\[
\frac{dH(t, x)}{dt} = -\frac{1}{2}H^2 + \frac{1}{2}y^2 + f(t, x) + \frac{1}{2}\beta^2,
\]

where

\[
f(t, x) = \left[ u^2 + 2ku - g \ast \left( u^2 + \frac{u^2_x}{2} + 2ku + \frac{\rho^2}{2} \right) \right. \]

\[
- \frac{1}{2}\lambda_4 \left( g \ast u^{2n+1} \right) + \beta \partial_x (g \ast u) \left\} (t, q), \right.
\]

From the proof of Theorems 3 and 5, one deduces that

\[
\left\| f(t, x) \right\| \leq 3C_{12} + 1 + (4k + \beta)C_{12} + \frac{1}{2}\lambda(C_{12})^{2n+1} = K_3,
\]

\[\text{for all } (t, x) \in (0, T) \times \mathbb{R}.\]

For convenience, here we denote

\[
K_4 = \max \left( K_3 + \frac{1}{2}, \beta \right).
\]

From (85), we obtain that \( y(t, x) \) has the same sign with \( y(0, x) = \rho_0(x) \) for all \( x \in \mathbb{R} \). For \( \eta_0(x) \in H^{s-1} \) with \( s > 3/2 \), using Sobolev’s embedding theorem, we have \( \eta_0(x) \in C_c(\mathbb{R}) \).
and there exists a constant $\beta_1$ such that $|\eta_0(x)| \leq 1/2$ for all $|x| \geq \beta_1$. Since $\eta_0(x) \in C_{c}(\mathbb{R})$ and $\rho_0(x) \neq 0$ for all $x \in \mathbb{R}$, it follows that

$$\inf_{|x| \leq \beta_1} |y(0, x)| = \inf_{|x| \leq \beta_1} |\rho_0(x)| > 0. \quad (133)$$

Taking $\beta_2 = \min(1/2, \inf_{|x| \leq \beta_1} |y(0, x)|)$, then $|y(0, x)| \geq \beta_2 > 0$ for all $x \in \mathbb{R}$ and

$$y(t, x) y(0, x) > 0, \quad \text{for all } x \in \mathbb{R}. \quad (134)$$

Now we consider the following Lyapunov function:

$$w(t, x) = y(0, x) y(t, x) + \frac{y(0, x)}{y(t, x)} \left[ 1 + H^2(t, x) \right],$$

$$\quad (t, x) \in [0, T) \times \mathbb{R}. \quad (135)$$

Applying Sobolev's embedding theorem yields

$$w(0, x) = y^2(0, x) + 1 + H^2(0, x) \leq 3 + 2\beta^2 + 2\|\mathcal{H}^2(0, x)\|_{H^s \times H^{s-1}}. \quad (136)$$

Differentiating (135) with respect to $t$ and using (129) and (132), we obtain

$$\frac{d w(t, x)}{dt} = 2 \frac{y(0, x)}{y(t, x)} H(t, x) \left[ \frac{1}{2} + f(t, x) \right]$$

$$\quad + \frac{y(0, x)}{y(t, x)} (y^2 - 1) \beta$$

$$\leq \left( K_3 + \frac{1}{2} \right) \frac{y(0, x)}{y(t, x)} \left[ 1 + H^2(t, x) \right]$$

$$\quad + \beta y(0, x) y(t, x)$$

$$\leq K_4 w(t, x). \quad (137)$$

By using Gronwall's inequality and (136), we deduce that

$$w(t, x) \leq w(0, x) e^{K_4 T} \leq \left( 3 + 2\beta^2 + 2\|\mathcal{H}^2(0, x)\|_{H^s \times H^{s-1}} \right) e^{K_4 T}, \quad (138)$$

for all $(t, x) \in [0, T) \times \mathbb{R}$. On the other hand, from (135), we have

$$w(t, x) \geq 2 \sqrt{y^2(0, x) \left[ 1 + H^2(t, x) \right]}$$

$$\geq 2\beta_2 |H(t, x)|,$$

for all $(t, x) \in [0, T) \times \mathbb{R}$, which together with (138) yields that for all $(t, x) \in [0, T) \times \mathbb{R}$,

$${\mathcal{H}}(t, x) \geq -\frac{1}{2\beta_2} w(t, x) \geq -\frac{1}{2\beta_2} \left[ 3 + 2\beta^2 + 2\|\mathcal{H}^2(0, x)\|_{H^s \times H^{s-1}} \right] e^{K_4 T}. \quad (140)$$

Then, by the definition of $H(t, x)$, we complete the proof of Lemma 25.

\[ \square \]

\begin{proof}[Proof of Theorem 6] Combining the results of Theorem 1, (72) and Lemma 25, we complete the proof of Theorem 6. \end{proof}

\begin{remark} Assume $m = 0$ in system (1) and $(u_0, \rho_0 - 1) \in H^s \times H^{s-1}$ with $s > 5/2$, and $\rho_0(x) \neq 0$ for all $x \in \mathbb{R}$. Let $T$ be the maximal existence time of the corresponding solution $(u, \rho - 1)$ to system (1) with $m = 0$, and then the corresponding solution blows up in finite time if and only if

$$\lim_{t \to T} \|\rho_0(\cdot, t)\|_{L^\infty} = +\infty. \quad (141)$$

\end{remark}

\begin{remark} For the same difficulty stated in Remark 21, here we only obtain the global existence result for solutions to system (1) with the assumption $m = 0$. \end{remark}
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