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Abstract—The majority of multi-class pattern classification techniques are proposed for learning from balanced datasets. However, in several real-world domains, the datasets have imbalanced data distribution, where some classes of data may have few training examples compared for other classes. In this paper we present our research in learning from imbalanced multi-class data and propose a new approach, named Multi-IM, to deal with this problem. Multi-IM derives its fundamentals from the probabilistic relational technique (PRMs-IM), designed for learning from imbalanced relational data for the two-class problem. Multi-IM extends PRMs-IM to a generalized framework for multi-class imbalanced learning for both relational and non-relational domains.
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I. INTRODUCTION

A rich literature of pattern recognition is devoted to the techniques of multi-class pattern classification, as it is often of interest in many domains to classify more than two pattern classes. Many of these techniques are based on decomposing the multi-class problem into a set of two-class classification problems [1], [2], [3].

Despite the success of these techniques reported in different domains for various types of applications, such as text document classification, and speech recognition, most of these techniques are mainly proposed for learning from relatively balanced training data. However, in many applications, the training data can be often imbalanced, where some classes of data have a small number of samples compared to the other classes, and in which it is important to accurately classify the minority cases.

The imbalanced data distribution is common in real-world problems and has resulted in serious deterioration of the performance of most well-known classification techniques [4], as a result of being biased towards the majority class and hence misclassifying most of the minority samples to be of the majority class. This imbalanced situation is even more complicated in multi-class classification, as more attention is required to handle the imbalanced situation between multiple pattern classes.

In this paper, we present our research on multi-class pattern classification in imbalanced data and present an approach, named Multi-IM to handle this problem. Multi-IM derives its basis from the relational technique PRMs-IM [5] proposed to classify two-class problems in imbalanced relational datasets by building an ensemble trained on balanced subsets.

Multi-IM extends PRMs-IM to handle the multi-class classification by employing the balancing concept of PRMs-IM in the multi-class technique All-and-One (A&O) approach [3]. The A&O approach has been proposed as a combination of the two popular multi-class approaches: One-Against-All (OAA) [1] and One-Against-One (OAO) [2], to achieve better classification results. Therefore, Multi-IM utilizes the concepts of PRMs-IM and A&O to handle the imbalanced and multi-class classification problems, respectively.

Furthermore, in our approach, we extend PRMs-IM to a generalized framework to handle the imbalanced problem in relational and flat (non-relational) domains for multi-class pattern classification.

In this paper, we evaluate our approach on a number of highly imbalanced datasets obtained from the UCI machine learning repository and a student database from Curtin University. Our experimental results show that the proposed approach achieves high performance rates in learning from imbalanced multi-class problems, and importantly, also for the minority classes.

This paper is organized as follows: In Section II, the related work is reviewed. Then, the methodology of our approach is presented in Section III, followed by the experimental results in Section IV. Finally, Section V concludes the paper.

II. RELATED WORK

A. Learning in Imbalanced Domains

PRMs-IM [5] has been recently introduced to handle the imbalanced problem in relational datasets for the two-class problem. The main idea behind PRMs-IM is in extending a relational learning technique named Probabilistic Relational Models (PRMs) [6], to deal with the imbalanced situation. PRMs are proposed as an extension of Bayesian Networks to handle relational learning and inference by utilizing the domain relational structure in learning the probabilistic distribution. To handle the imbalanced class problem in
relational domains, PRMs-IM has been proposed as an ensemble of PRM models, in which each model is trained on a balanced subset of the training data. Each data subset is constructed from the original imbalanced dataset to include all the samples from the minority class and an equal number of samples selected randomly from the majority class. A PRM model is then learned from each subset. Once the learning phase is complete, the PRM models are combined using the weighting voting strategy, where each model may have a different weight for classifying new instances.

B. Multi-class Pattern classification

Multi-class pattern classification can be defined as finding a function \( F \) that correctly maps the input space to an output of more than two classes. Most methods designed to solve this problem are based on splitting the \( K \)-class classification problem into a number of smaller two-class subproblems. For each subproblem, an independent binary classifier is built. Then, the results of the binary classifiers are combined to get the classification result. Several techniques were proposed for decomposing the multi-class problem, including the two popular approaches: One-Against-All (OAA) [1] and One-Against-One (OAO) [2].

In the OAA approach, \( K \) binary classifiers are constructed, in which a classifier is constructed for each class. Thus, a classifier \( f_i \) is trained using the samples of class \( C_i \) against all the samples of the other classes. The results of the binary classifiers can be combined using a decision function: \( F(x) = \arg\max_{i=1,...,K} f_i(x) \), which assigns the test sample to the class with the highest output value.

In the OAO approach, an independent binary classifier is built for each pair of classes. Thus, a classifier \( f_{ij} \) is trained using the samples of classes \( i \) and \( j \), and hence this classifier is trained to discriminate between these two classes only. The simplest approach to combine the results of the OAO binary classifiers is majority voting, in which the test sample is assigned to the class with the highest number of votes.

By combining the two approaches, the All-and-One (A&O) approach [3] has been proposed to combine the strengths of the OAO and OAA methods and avoid the problems of each. This approach is based on the following concepts of OAO and OAA approaches: (1) for a high proportion of the mis-classifications committed by OAA, the second best output is actually the correct result, (2) the binary classifiers of OAO are highly accurate on their own, but usually lead to incorrect results when combined. Therefore, the A&O approach utilizes these observations and trains both OAA and OAO. However, for classifying new instances, the A&O approach first classifies the test sample using the OAA approach to get the first and second output classes\( (C_1, C_2) \) and then uses the corresponding OAO binary classifier \( f_{ij} \) to determine the final output.

To handle the imbalanced situation in multi-class problems, One-Against-Higher-Order (OAHO) [7] has been proposed by building a hierarchy of classifiers based on the data distribution. OAHO constructs \( K-1 \) classifiers for \( K \) classes in a list of \( \{C_1, C_2, ..., C_K\} \). The first classifier is trained using the samples of the first class in the list \( C_1 \) against all the samples of all the other classes. Then, the second classifier is trained using the samples of the second class in the list \( C_2 \) against the samples of the higher ordered classes \( \{C_3, ..., C_K\} \), and so on until the last classifier is trained for \( C_{K-1} \) against \( C_K \). To classify new samples, a hierarchical approach is used. Thus, the sample is first classified by the first classifier. If the sample is classified as \( C_1 \), then the process terminates and the sample is assigned to class \( C_1 \). Otherwise, the second classifier is used to classify the sample, and so on till the last classifier. To resolve the imbalanced class problem in this approach, the classes are ordered in descending order based on the size of the samples in each class. This order is chosen to reduce the imbalanced situation, in which the small classes are grouped together against the majority class.

In terms of the imbalanced problem, although the popular OAA and OAO approaches have been employed successfully in different domains, their performances are significantly hindered by the imbalanced problem [8]. Similarly, the A&O approach combines the strengths of both OAA and OAO to achieve better classification results, but it has not been designed to handle the imbalanced problem. On the other hand, although OAHO has been proposed to handle the imbalanced problem for multi-class classification, its performance is sensitive by the classifier order, as miss-classifications made by the top classifiers cannot be corrected by the lower classifiers.

III. METHODOLOGY

We propose a new approach (Multi-IM) to handle the problem of learning from imbalanced multi-class domains by employing two methods: PRMs-IM and A&O. Our approach is based on extending PRMs-IM to the multi-class problem by embedding the balancing concept of PRMs-IM in A&O. Furthermore, in our approach, we aim to extend PRMs-IM to a generalized framework for relational and flat domains. Our approach is based on the idea that the balancing technique of PRMs-IM can be used for both domains, but employing the classifier that best models the given domain. Thus, PRMs can be used for relational domains and Bayesian Networks (BNs) for flat domains.

To illustrate our approach, consider a three class problem \( (C_1, C_2, C_3) \), with imbalanced data distribution. Multi-IM firstly follows the A&O approach by training OAA and OAO. For the OAA, we construct three classifiers \( (OAA_1, OAA_2, OAA_3) \), one classifier for each class. The training data of \( OAA_i \) includes all the samples of \( C_i \) as positives and all the other samples of the other classes as negatives. For the OAO, we build three classifiers \( (OAO_{(1,2)}, OAO_{(1,3)}, OAO_{(2,3)}) \) for each pair of classes.
### Table I
**The Data Distribution of the Students Dataset.**

<table>
<thead>
<tr>
<th>Course</th>
<th>Dataset</th>
<th>No. Samples</th>
<th>Fail</th>
<th>Average</th>
<th>Excellent</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCom</td>
<td>MGT100</td>
<td>159</td>
<td>1470</td>
<td>86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MKT100</td>
<td>88</td>
<td>1559</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>BCS</td>
<td>ST152</td>
<td>12</td>
<td>50</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FCS152</td>
<td>11</td>
<td>53</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>IPE151</td>
<td>7</td>
<td>61</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

The training data $S_{(i,j)}$ of $OAO_{(i,j)}$, includes the samples of $C_i$ and $C_j$ as positives and negatives, respectively.

To address the imbalanced problem, the balancing concept of PRMs-IM is used in building the classifiers of the OAO and OAA. Thus, the training data $D_i$ of each classifier $f_i$ is used to obtain balanced subsets that include all the minority samples and a similar number of random samples of the majority class. Then, an independent classifier is trained on each balanced subset. The classifier is selected based on the domain problem, for example, using PRMs for relational domains and BNs for flat domains. These classifiers are then combined using the weighted voting strategy as applied in PRMs-IM [5] to get the result for the parent classifier $f_i$.

For classifying new samples, the OAA system is used to find the top two candidates $(C_i, C_j)$. Then, the corresponding binary OAO classifier $OAO_{(i,j)}$ is used to find the final answer.

As in the A&O approach, the main issue in our approach is the large number of classifiers required, which includes $K(K - 1)/2$ classifiers for OAA, $K$ classifiers for OAO, and the classifiers of the balanced subsets that depend on the statistical distribution of the training data. However, this number of classifiers can be reduced as suggested in A&O [3] by initially training only the OAA classifiers, and after obtaining the two candidates $(C_i, C_j)$ of OAA, the corresponding OAO classifier $OAO(C_i, C_j)$ is created.

### IV. EXPERIMENTS

#### A. Datasets

We use the same relational student dataset used in PRMs-IM [5], which holds the data for students enrolled in the Bachelor of Computer Science (BCS) and Bachelor of Commerce (BCom) to predict student performance in second semester units given first semester results. In this paper, the attribute ‘Status’ that indicates a student’s performance in semester II is used as a multi-class attribute. Table I shows the distribution of the training datasets for students enrolled in the period 1999-2005. In addition, the data of students enrolled in 2006 is used as an independent testing set.

In addition to the relational student dataset, we use the non-relational Glass and Shuttle datasets obtained from the UCI machine learning database. We have chosen these datasets because they represent highly imbalanced datasets with different numbers of pattern classes. The distribution of classes in these datasets is shown in Table II.

For each dataset, 5-cross validation is performed. In addition, the algorithm was also evaluated on the separate testing sets of Students and Shuttle datasets. In these experiments, we use PRMs as the classifier for the relational Students dataset, and use the Naïve Bayes classifier for the Glass and Shuttle datasets.

#### B. Results

The results of Multi-IM are presented in comparison to the OAA, OAO, A&O and OAHO approaches. The Receiver Operating Characteristics (ROC) curve and the Area Under Curve (AUC) [9] are usually used to measure the performance of imbalanced classification algorithms. However, for multi-class algorithms, we need to use a multi-class AUC method. Therefore, the results are shown in terms of total AUC [10] value. In this approach, a separate AUC for each class is calculated, such that the AUC of class $C_i$ is calculated by considering all the samples of $C_i$ as positives and the samples of all other classes as negatives. Then, the total AUC is calculated as the summation of the AUCs weighted by the class prior probability, i.e. 

$$AUC_{total} = \sum_{c_i \in C} AUC(c_i) \times p(c_i),$$

where $AUC(c_i)$ is the AUC of $C_i$, and $p(c_i)$ is the prior probability of $C_i$.

Table III shows the total AUC results obtained for the datasets, where the best result for each dataset is shown in bold. The results show that the special imbalanced algorithm (OAHO) did not perform better than the OAO and OAA algorithms, due to the problem of propagating the miss-classifications to the lower levels of the hierarchy. In addition, among the thirteen experiments shown in Table III, the A&O algorithm has generally outperformed the OAO and OAA algorithms in twelve experiments, but performed slightly worse than OAA in one experiment. On the other hand, the proposed approach (Multi-IM) has generally outperformed the other methods, including the special imbalanced algorithm (OAHO). The exception was for the Shuttle dataset, using cross validation, where Multi-IM scored less than the best score.
V. Conclusion

In this paper we focused on two main challenges in pattern recognition: the imbalanced class problem and multi-class classification. We reviewed the different strategies proposed to solve these two challenges. Based on this research, we outlined a framework that can handle these challenges simultaneously. Our approach (Multi-IM) is based on a relational technique designed for the binary imbalanced problem (PRMs-IM). Multi-IM extends PRMs-IM to a generalized framework for multi-class classification. The proposed approach was applied to a number of highly imbalanced datasets from different domains. The results of Multi-IM were generally better than other promising strategies and was able to predict all the classes. In this research, we focused on static datasets, our future work will involve testing this approach for temporal datasets.
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