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Abstract

The growing number of information sources has given rise to joint analysis. While the research community has mainly focused on analyzing data from a single source, there has been relatively few attempts on jointly analyzing multiple data sources exploiting their statistical sharing strengths. In general, the data from these sources emerge without labeling information and thus it is imperative to perform the joint analysis in an unsupervised manner.

This thesis addresses the above problem and presents a general shared subspace learning framework for jointly modeling multiple related data sources. Since the data sources are related, there exist common structures across these sources, which can be captured through a shared subspace. However, each source also has some individual structures, which can be captured through an individual subspace. Incorporating these concepts in nonnegative matrix factorization (NMF) based subspace learning, we develop a nonnegative shared subspace learning model for two data sources and demonstrate its application to tag based social media retrieval. Extending this model, we impose additional regularization constraints of mutual orthogonality on the shared and individual subspaces and show that, compared to its unregularized counterpart, the new regularized model effectively deals with the problem of negative knowledge transfer – a key issue faced by transfer learning methods. The effectiveness of the regularized model is demonstrated through retrieval and clustering applications for a variety of data sets. To take advantage from more than one auxiliary source, we extend above models generalizing two sources to multiple sources with an added flexibility of allowing sources having arbitrary sharing configurations. The usefulness of this model is demonstrated through improved performance, achieved with multiple auxiliary sources. In addition, this model is used to relate the items from disparate media types allowing us to perform cross-media retrieval using tags.

Departing from the nonnegative models, we use a linear-Gaussian framework and develop Bayesian shared subspace learning, which not only models the mixed-sign data but also learns probabilistic subspaces. Learning the subspace dimensionalities for the shared subspace models has an important role in optimum knowledge transfer but requires model selection – a task that is computationally intensive and time consuming. To this end, we
propose a nonparametric Bayesian joint factor analysis model that circumvents the problem of model selection by using a hierarchical beta process prior, inferring subspace dimensionalities automatically from the data. The effectiveness of this model is shown on both synthetic and real data sets. For synthetic data set, successful recovery of both shared and individual subspace dimensionalities is demonstrated, whilst for real data set, the model outperforms recent state-of-the-art techniques for text modeling and image retrieval.
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</tr>
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<td>Element-wise division of matrices (A) and (B)</td>
</tr>
<tr>
<td>(\mathcal{O})</td>
<td>Order of complexity</td>
</tr>
<tr>
<td>(\mathcal{N})</td>
<td>Normal distribution</td>
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<tr>
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<td>∪</td>
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<td>∩</td>
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<td>Sigma field</td>
</tr>
<tr>
<td>≜</td>
<td>Equal by definition</td>
</tr>
<tr>
<td>□</td>
<td>End of a proof</td>
</tr>
<tr>
<td>(\delta_\phi(\theta))</td>
<td>Dirac delta function; returns 1 if (\phi = \theta) and 0 otherwise</td>
</tr>
<tr>
<td>(\delta_\phi(S))</td>
<td>Dirac measure; returns 1 if (\phi \in S) and 0 otherwise</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Feeding our insatiable appetite for content, disparate data sources surround us. Data from a single source is often not rich enough and users look for information across multiple sources and modalities. The research community has focused on data mining and analysis of a single data source, but limited work addresses issues arising from the joint understanding of multiple data sources. This has created open opportunities to develop formal frameworks for analyzing multiple related data sources, exploiting joint properties to strengthen analysis and data mining. Discovering structures and patterns from multiple data sources often unravels commonalities and differences, otherwise not possible with isolated data source analysis. This information is valuable for various data mining and representation tasks.

As an example, consider social media. Entirely new genres of media have been created around the idea of participation, including wikis (e.g. Wikipedia), social networks (e.g. Facebook), media communities (e.g. YouTube), news aggregators (e.g. Digg), social bookmarks (e.g. Del.icio.us), blogs and micro-blogs (e.g. Blogger, Twitter). These applications are significant because they are ranked highest by traffic volume and attention. Modeling the content of unstructured data across heterogeneous yet similar data sources is critical for social media mining and retrieval tasks. Open questions are: how can we effectively analyze disparate data sources with greater precision and at deeper conceptual levels? Can we establish the correspondence or similarity of items in one data source with items in another data source?

Similar requirement arises in transfer learning applications where the aim is to improve performance on a target source by transferring knowledge from other related auxiliary sources. The motivation for using the auxiliary sources may be driven by different causes in different scenarios. For example, there might be a lack of data in the source of interest (target source) whereas plenty of data may be available in other related sources. Although the distribution of these related sources is not identical to that of the target
source, combining data from these sources in an appropriate manner has been shown to improve performance. In other applications, it may be that the plenty of data from a particular source are available but these examples are very noisy. Further assume that there exist other related but less noisy data sources which could be used as auxiliary sources and might be useful towards learning accurate common structures. For example, tags associated to Flickr images are noisy, subjective and incomplete whereas similar sources such as LabelMe are relatively cleaner as they have different annotation goals. Under these scenarios, it may be desirable to transfer common knowledge and structures from LabelMe tag data to improve tag based search and organization of Flickr images.

The above problems have a common modeling goal that is to model multiple data sources jointly in an unsupervised manner. This can be done using a joint subspace by combining the data from each source. However, learning a joint subspace through such augmentation of data sources risk losing the distinguishing features of each data source. Therefore, to retain the individual features of each source, it is imperative to model individual subspaces of each data set separately. This requires a joint framework wherein there is a provision of modeling both the common and the individual structures of multiple data sources.

1.1 Aims and Approach

This thesis aims to develop formal frameworks and models for learning from multiple data sources. Our main objectives are:

- To develop unsupervised frameworks for joint modeling of data from multiple sources with the following aims
  - to improve task performance for a target source, leveraging the shared statistical strengths across auxiliary sources.
  - to relate the data from multiple sources, learning common and individual aspects across disparate data sources.

- To apply these joint modeling frameworks to problems in social media and text mining.

To realize our first objective, our approach is to extend existing subspace learning techniques to allow joint modeling of multiple data sources. In particular, we propose a shared subspace learning framework, which allows modeling of common aspects of data sources through a shared subspace and the individual aspects through individual subspaces. Our framework, being based on a subspace approach, does not need one-to-one correspondence across different data sources and is therefore applicable to a wider class of problems in
1.2 Contributions and Significance

The overarching theme of this thesis is the development of shared subspace learning for different situations. The key contributions of this thesis are detailed below:

general settings. Under this framework, we develop several models meeting the above-mentioned goals formulating them as matrix factorization problems. To learn the factorization matrices, we mainly take two approaches: least-squares (LS) error minimization and probabilistic approaches. Many of the models developed under the least-squares approach have non-convex objective functions leading to iterative solutions. While developing these models, we ensure the convergence of the iterative algorithms mathematically. Subspace learning models such as factor analysis, nonnegative matrix factorization have been shown to work well for single data sources. We develop extensions of these models to enable joint modeling of multiple data sources. While developing these extensions, we ensure that computational complexity of the joint modeling does not increase significantly from their single source counterpart.

Learning the extent of sharing needs model selection – a tedious and computationally challenging task. To address this problem, we first specify the extent of sharing through a set of parameters assuming that these parameters are known a priori. As a next step, we address the learning of these parameters using Bayesian nonparametric theory, avoiding the need to do model selection and/or a priori specification for these parameters.

To realize our second objective, we apply the joint modeling frameworks for improving various tasks in social media and text mining. For social media, we utilize user contributed tags associated to the social media items for retrieval. Due to the incomplete, noisy and subjective nature of social media tags, performance of social media retrieval techniques is usually poor. To improve the retrieval performance, we leverage other useful tagging sources that have underlying structures similar to the target source but are often less noisy. In another application, we use the joint modeling framework for simultaneously retrieving items from multiple disparate media, e.g., using a query term ‘Olympics’, we retrieve Olympics related weblogs, images and videos. In addition, we relate these items by finding semantically similar items in disparate media using the shared subspace. We refer to this application as ‘cross-social media retrieval and correspondence’. In application to text mining, we apply the joint modeling framework for document clustering and show significant improvements in clustering performance for a variety of data sets.
1.2. Contributions and Significance

1.2.1 Nonnegative Shared Subspace Learning for Two Data Sources

The first contribution of this thesis is a joint modeling of two data sources through a novel shared subspace learning formulation based on nonnegative matrix factorization. We derive an efficient iterative algorithm for learning the factorization, analyze its complexity, and provide proof of convergence. We further provide efficient algorithms for carrying out social media (image and video) retrieval and validate our framework by improving retrieval tasks on Flickr and YouTube data sets using LabelMe data set as an auxiliary source. The novelty of our approach lies in the flexibility that permits the amount of subspace sharing to be varied from none to full sharing. Whilst these extremes have been considered before [Lee and Seung, 2001, Lin et al., 2009], our results show that the best performance is achieved when both individual and joint subspaces are present together. The significance of the proposed shared subspace learning framework is, firstly, increased efficacy of image retrieval in Flickr and video retrieval in YouTube; and secondly, the framework has broader application to unsupervised learning with knowledge transfer from one domain to another of different quality. Unlike multi-view learning approaches, our framework does not require one-to-one correspondences across the two sources and hence has potential for wider applicability in general settings.

1.2.2 Nonnegative Shared Subspace Learning for Multiple Data Sources

The second contribution of this thesis is a joint matrix factorization framework along with an efficient algorithm for extraction of shared and individual subspaces for multiple data sources with arbitrary sharing configurations. We provide complexity analysis of the learning algorithm and show that its convergence is provably guaranteed. We further develop algorithms for social media retrieval in a multi-task learning setting and a novel cross-social media retrieval. We provide two real world demonstrations of the proposed framework using three representative social media sources–blogs (Blogspot.com), photos (Flickr) and videos (YouTube). By permitting differential amounts of sharing in the subspaces, our framework can transfer knowledge across multiple data sources and thus, can be applied to a much wider context – it is appropriate wherever one needs to exploit the knowledge across multiple related data sources. It provides efficient means to mine multimedia data, and partly transcends the semantic gap by exploiting the diversity of rich tag metadata from several media domains.

1.2.3 Regularized Nonnegative Shared Subspace Learning

The third contribution of this thesis is the further extension of the shared subspace learning using regularization to segregate the shared and individual subspaces, ensuring that the shared subspace does not capture individual aspects, and the individual subspaces do not
capture shared aspects. To achieve the segregation, we model the constituent subspaces to be mutually orthogonal, minimizing the possibility of negative transfer learning [Rosenstein et al., 2005] that may occur if shared subspaces capture domain specific aspects. To learn the joint factorization, we provide an optimization scheme based on multiplicative updates and show that its convergence is theoretically guaranteed. We analyze the computational complexity of the proposed algorithm and show that it remains similar in complexity to standard nonnegative matrix factorization. To demonstrate the usefulness of our framework, we apply it to two applications: tag-based social media retrieval and clustering. Using two real world data sets (Blogspot-Flickr-YouTube data set and BBC-CNN news data set), we show that our approach improves the performance over many state-of-the-art single and multi-task clustering techniques for both applications. In addition, we also provide a comparison of our method with these state-of-the-art techniques using 20 Newsgroup benchmark data set. The significance of our work is its wide applicability to many problems in which our framework can leverage the common knowledge present in auxiliary domains and transfer it to a target domain. Crucially, by segregating the shared subspace from the individual subspaces, our approach is robust against negative transfer learning. In application to clustering, our method differs from other multi-task clustering methods [Gu and Zhou, 2009a, Zhang and Zhang, 2011], which combine both subspace learning and clustering tasks. Our method does this in two steps. In the first step, it learns the regularized common and individual subspaces whilst in the second step, it uses these subspaces for clustering. This provides crucial flexibility to use any state-of-the-art clustering method in conjunction with our shared subspace framework. In application to retrieval, our framework is capable of transferring knowledge from a cleaner data source to a related noisy data source and thus, boosting performance.

1.2.4 Bayesian Shared Subspace Learning

The fourth contribution of this thesis is the construction of a novel Bayesian shared subspace learning framework for extraction of shared and individual subspaces from multiple data sources with arbitrary sharing configurations using a joint matrix factorization. This work departs from the previous contributions in that it uses a linear-Gaussian framework and can model mixed-sign data from multiple sources, not merely the nonnegative data. Efficient inference is developed based on Rao-Blackwellized Gibbs sampler for learning the joint factorization. Algorithms are developed for retrieval within a target social medium leveraging other auxiliary social media and for joint retrieval across multiple social media, using the proposed Bayesian shared subspace learning. Using three popular social media sources (Blogspot, Flickr and YouTube), we demonstrate the utility of the model for two real-world applications (1) improvement in social media retrieval by leveraging auxiliary
media, and (2) effective cross-social media retrieval. The novelty of our approach lies in the probabilistic framework and algorithms for learning across diverse data sources. In addition to exploiting the mutual strengths of multiple data sources, our shared and individual subspaces can handle the uncertainties effectively using probability distributions over the subspaces. The significance of our work lies in the fact that theoretical extensions made to Bayesian probabilistic matrix factorization [Salakhutdinov and Mnih, 2008] for multiple data sources allow for the flexible transfer of knowledge across disparate media using tags as a common feature. In addition, Rao-Blackwellized Gibbs sampling used for our model has been shown to achieve better Markov chain mixing [Liu, 1994].

1.2.5 **Nonparametric Bayesian Shared Subspace Learning**

The fifth contribution of this thesis is the extension of beta process factor analysis [Paisley and Carin, 2009] to hierarchical beta process (HBP) factor analysis, allowing for joint modeling of data from multiple sources. This extension leads to a model that can discover both shared factors and individual factors specific to each source in a nonparametric setting, avoiding the need to specify the dimensionality of the latent subspaces a priori. In addition, we propose an efficient Gibbs sampling scheme that provides an alternative to adaptive rejection sampling (ARS) used in Thibaux and Jordan [2007], which advocated for developing better inference algorithms to fully exploit beta process models. We provide details on sampling hyperparameters of the HBP, which was not systematically addressed in Thibaux and Jordan [2007]. Lastly, our work provides an alternative paradigm for statistical sharing across multiple data groups, in a similar realm to the hierarchical Dirichlet process (HDP) [Teh et al., 2006] but we operate at the factor model level instead of mixtures, and therefore it is more appropriate for applications such as retrieval, joint dimensionality reduction and collaborative filtering.

1.3 **Outline of the Thesis**

- Chapter 2 provides the necessary background for this thesis and presents a brief review of related works in the area of learning from multiple data sources, e.g. transfer learning, multi-task learning, multi-view learning etc.

- Chapter 3 begins with a shared nonnegative matrix factorization (S-NMF) framework for joint modeling of two related data sources. It presents an efficient algorithm for learning the joint factorization, analyzes the algorithm complexity, and discusses convergence. To apply the proposed framework for social image/video retrieval, efficient algorithms using S-NMF are developed. The second half of this chapter focuses on validating the proposed framework on image and video retrieval tasks wherein
tags from the LabelMe data set are used to improve image retrieval performance from a Flickr data set and video retrieval performance from a YouTube data set.

- Chapter 4 presents an extension of S-NMF to allow modeling of more than two data sources with any arbitrary sharing configuration (termed as MS-NMF). The effectiveness of MS-NMF is demonstrated using social media retrieval and another novel application termed as ‘cross-social media retrieval’. Efficient algorithms using MS-NMF are developed to carry out these tasks. To perform the experiments, a cross-media data set constructed from three social media sources (Blogspot.com, Flickr and YouTube) is used. This chapter concludes with a comparison of MS-NMF with other baseline methods using entropy and impurity measures.

- Chapter 5 extends the S-NMF framework and describes a regularized shared subspace learning framework that imposes a mutual orthogonality constraint among the constituent subspaces and ensures that shared subspace captures only shared aspects and individual subspaces capture only individual aspects. After developing the regularized model, its applications to social media retrieval and clustering are presented. Through these applications, we clearly demonstrate the benefits of regularization scheme. Before concluding, a model selection procedure is described for learning the parameters used during the modeling.

- Chapter 6 presents a Bayesian framework (termed as BSSL) to learn the shared and individual subspaces from multiple data sources. After setting out the linear-Gaussian modeling assumptions, an efficient Rao-Blackwellized Gibbs sampler is developed for learning the subspaces. Similar to the chapter 4, two social media applications of the proposed model are described. Finally, experiments are conducted for the two applications showing the superiority of the proposed model over other non-sharing baseline models.

- Chapter 7 presents a nonparametric shared subspace learning framework for modeling multiple related data sources. Employing nonparametric Bayesian theory of beta processes, this chapter addresses an important problem of learning subspace dimensionalities automatically from the data by embedding it within the framework of model inference and avoids the need for model selection. The proposed model utilizes the hierarchical beta process (HBP) prior for both defining the shared and individual subspaces and inferring their dimensionalities. After presenting the problem formulation, a Gibbs sampling scheme using auxiliary variables is developed for posterior inference and is amenable for sampling both the main variables and the hyperparameters of the model. Next, experiments using a synthetic sharing data set are presented to illustrate the model behavior. Finally, experiments using real data
sets are conducted to validate the efficacy of the proposed model for two real-world applications: transfer learning in text and image retrieval.

- Finally, chapter 8 provides a summary of the work presented in this thesis and suggests some possible directions for future works.
Chapter 2

Related Background

In this chapter, we lay out a foundation over which this thesis would develop. We provide background material on subspace learning, its probabilistic formulations and various inference techniques such as Markov chain Monte Carlo (MCMC) and Gibbs sampling. After this, we discuss the use of nonparametric Bayesian priors in mixture and factor models, which is becoming increasingly popular to circumvent the model selection problems arising in many unsupervised applications. We review the works on learning from multiple data sources, e.g. multi-view learning, transfer learning and multi-task learning. Finally, we conclude this chapter with a discussion on some of the applications in social media domain.

2.1 Subspace Learning

Subspace learning is an important research area in data mining with diverse applications - information retrieval, face recognition, and data visualization among many others. Typical subspace learning algorithms are guided by a modeling goal to transform the data to a smaller dimension space, e.g. optimum classification in Fisher linear discriminant analysis (LDA) [Duda et al., 2001], optimum global representation in principal component analysis (PCA) [Jolliffe, 2002] and factor analysis (FA) [Harman, 1976] or local part-based representation in nonnegative matrix factorization (NMF) [Lee and Seung, 2001]. The common theme of all these techniques is the transformation of high-dimensional data to a meaningful reduced dimensional representation. Such reduced dimensional representations usually facilitate many data mining and pattern recognition tasks such as clustering, classification and information retrieval by mitigating noise and the curse of dimensionality [Jimenez and Landgrebe, 1998]. Many subspace learning tasks can be formulated as a matrix factorization problem. In the following, we briefly describe two such techniques to illustrate the main idea.
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2.1.1 Factor Analysis

Factor analysis (FA) is one of the basic dimensionality reduction methods used to describe the statistical variations amongst observed variables through potentially a lower number of unobserved variables referred to as “factors”. Given multi-dimensional correlated data vectors, factor analysis discovers an uncorrelated set of factors that can be thought of hidden variables used to explain the data. The observed variables are modeled as linear combinations of the potential factors, plus "error" terms. The information gained about the inter-dependencies between observed variables can be used later to reduce the set of variables in a data set. Factor analysis originated in psychometrics, and since then has been used in behavioral sciences, social sciences, marketing, product management, operations research, and other applied sciences dealing with large quantities of data.

Factor analysis is closely related to principal component analysis (PCA) but there is an important difference. By definition, PCA maximizes the covariance of the data by learning an optimal subspace and provides the “best” approximation of the data through the least number of basis vectors in $L_2$-norm sense. Factor analysis models the variations of the data in a similar fashion except that it uses a non-isotropic modeling error term. In other words, it has a more general noise model allowing different “specific variances” for different variables. Formally, factor analysis attempts to model any data matrix $X = [x_1, ..., x_N]$ containing $N$ data vectors (where $x_n \in \mathbb{R}^{M \times 1}$) as a product of two matrices $\Phi \in \mathbb{R}^{M \times K}$ and $H \in \mathbb{R}^{K \times N}$ plus an error matrix $E \in \mathbb{R}^{M \times N}$. The matrix $\Phi = [\phi_1, ..., \phi_K]$ contains $K$ factors, which can also be viewed as basis vectors that spans a subspace and the matrix $H = [h_1, ..., h_N]$ contains the factor loadings or the representation of the data matrix in the subspace. Formally,

$$X = \Phi H + E \quad (2.1)$$

where the factors $\phi_k$ in the matrix $\Phi$ are assumed to have zero mean and isotropic covariance. Usually, the matrix $E$ contains the residual modeling error and is statistically independent of both $\Phi$ and $H$. If the data matrix $X$ has been centered to zero by subtracting its mean, then the error matrix can be allowed to have zero mean. Factor analysis solutions are unique only up to an orthogonal transformation. To see this, consider a solution given by the factorization matrices $\Phi$ and $H$, then $\Phi Q$ and $Q^T H$ are also a solution for any orthogonal matrix $Q$.

2.1.2 Nonnegative Matrix Factorization

Part-based representation has received much interest in machine learning, computer vision and pattern recognition [Li et al., 2001]. To capture these representations, Lee and Seung proposed nonnegative matrix factorization (NMF) and demonstrated its successful use for
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Analyzing face images [Lee and Seung, 1999, 2001]. Due to the nonnegativity constraints, NMF factors tend to capture part-based representation. Mathematically, NMF [Lee and Seung, 2001] aims to factorize a nonnegative data matrix $X$ into two other nonnegative matrices $F$ and $H$ such that

$$X \approx FH, \quad F \geq 0, \quad H \geq 0$$

(2.2)

Where assuming that a $M \times N$ data matrix $X$ contains $N$ data points in an $M$-dimensional space, the first $M \times R$ factor matrix $F$ can be thought of representing a reduced dimensional nonnegative subspace ($R < N$) whose bases vectors are given by the columns of matrix $F$ and the second $R \times N$ factor matrix $H$ contains the representation of each data point in the subspace. Since the above factorization is not unique, the solution depends on the algorithm used and its initialization. To see an instance of non-uniqueness, consider two matrices $F$ and $H$ that are a solution to $X = FH$, then $FS$ and $S^{-1}H$ are also a solution for any positive diagonal matrix $S$. Normalization of $F$ so that each column has a norm (e.g. $L_1$ or $L_2$ norm) equal to one eliminates the degree of freedom caused by such diagonal matrices. Therefore, it is a common practice to normalize each column of matrix $F$ to norm one [Xu et al., 2003, Cai et al., 2011]. To keep the product unchanged, the matrix $H$ is accordingly adjusted.

The local (part-based) nature of NMF comes from the fact that nonnegative basis vectors (parts) from matrix $F$ combine in a nonnegative fashion using the coefficients of matrix $H$ to construct a data point (create “whole”) in matrix $X$. Lee and Seung [1999] have shown that NMF can achieve part-based decomposition of images. Comparing NMF with vector quantization and PCA, they show that the three techniques produce different results due to the imposition of different constraints. There have been proposed many algorithms for learning such factorization [see the survey in Berry et al., 2007] and probably, the most popular one is the approach taken by Lee and Seung [2001] who propose an iterative multiplicative update based solution to the following constrained optimization problem

$$\text{minimize } \|X - FH\|_F^2, \text{ subject to } F, H \geq 0$$

Another cost function to obtain NMF solution emerges by an extension of the Kullback-Leibler divergence to positive matrices. Formally,

$$\text{minimize } \text{GenKL}(X || (FH)) , \text{ subject to } F, H \geq 0$$

where $\text{GenKL}(A || B) \triangleq \sum_{i,j} \left( A_{ij} \log \frac{A_{ij}}{B_{ij}} + A_{ij} - B_{ij} \right)$. Often, the factorization matrices $F$ and $H$ may have special interpretation for real world data. For example, consider a text mining application where the data matrix $X$ is the usual term-document matrix constructed using the term-frequencies. In this case, each column of the matrix $F$ when
normalized to $L_1$-norm of one, represents a probability distribution on the vocabulary and can be interpreted as a topic [Blei et al., 2003]. Thus, the subspace spanned by columns of matrix $F$ can be interpreted as a topic space. Given such interpretation, each column of matrix $H$ provides the mixing proportions of these topics and represents the corresponding document in the topic space.

**Optimization and Initialization**  As discussed above, the most popular optimization technique to obtain NMF solutions is given by Lee and Seung [2001]. The optimization is based on iterative multiplicative updates wherein at each step, the cost function can be shown to be non-increasing. There are alternative ways of optimizing the NMF objective function, e.g. alternating least squares and the active set method [Kim and Park, 2008] or the projected gradients approach [Lin, 2007], which often have better convergence behavior. A good initialization of matrices $F$ and $H$ generally leads to quicker convergence of the NMF algorithms. To this end, several methods have been proposed in literature [Wild et al., 2004, Langville et al., 2006, Boutsidis and Gallopoulos, 2008].

**Regularization**  Theoretical analysis of NMF is carried out in Donoho and Stodden [2004] where the authors provide the conditions under which NMF is capable of capturing part-based representations. To enhance the sparsity of the solutions, Hoyer [2004] suggests NMF with sparsity constraints. The regularization based approaches have been very useful in achieving the desired solutions. To predict the labels for unlabeled data, Zhou et al. [2004] propose a semi-supervised learning technique by applying regularization to ensure both local and global consistency. The idea of local consistency is useful because nearby points are likely to have the same labels. Similarly, the global consistency exploits the fact that the points on the same structure (a cluster or a manifold) tend to have the same labels. Bringing the local consistency idea to NMF based algorithms, Gu and Zhou [2009b] optimize a regularized cost function to obtain a nonnegative clustering algorithm with an assumption that the cluster label of each point can be predicted by the points in its neighborhood. Along similar lines, Cai et al. [2011] propose a graph regularized NMF utilizing a graph Laplacian matrix to preserve the geometric structure of the data. Regularization techniques have also been used in conjunction with NMF to obtain orthogonal nonnegative factors. Choi [2008] proposes various schemes where regularization is used to impose orthogonality on either the basis matrix or the feature matrix. To obtain the desired solution, gradient-descent is computed directly in the Stiefel manifold which reduces to multiplicative updates. Further generalizing this concept, Ding et al. [2006] propose bi-orthogonal tri-factor NMF and use it to simultaneously cluster rows and columns of a given data matrix.
Applications  Due to its part-based representation property, NMF has been widely used for many machine learning and pattern recognition tasks. Text mining applications have been considered in Shahmaz et al. [2006], Berry and Browne [2005], Abdulla et al. [2009], Park and Ramamohanarao [2011]. NMF or its variants have also been used for image classification [Buchsbaum and Bloch, 2002, Guillamet et al., 2001, 2003], face-expression recognition [Buciu and Pitas, 2004], face detection [Chen et al., 2001] and face/object recognition [Li et al., 2001, Liu and Zheng, 2004a,b, Zhang et al., 2005].

2.1.3 Nonlinear Subspace Learning

Nonlinear subspace learning translates to the problem of nonlinear dimensionality reduction. In recent years, there has been an increasing interest in nonlinear dimensionality reduction techniques. Most of these techniques are developed by preserving some desired structure of the data in high dimensional spaces. Some of the popular nonlinear dimensionality reduction techniques are – Isomap [Tenenbaum et al., 2000], Kernel PCA [Schölkopf et al., 1998], locally linear embedding (LLE) [Roweis and Saul, 2000], locality preserving projections (LPP) [He and Niyogi, 2004], Laplacian eigenmaps [Belkin and Niyogi, 2003], multidimensional scaling (MDS) [Cox and Cox, 2001], local tangent space analysis (LTSA) [Zhang and Zha, 2004] etc. Relatively few attempts have been made for developing nonlinear nonnegative counterparts. One such recent work, termed nonlinear nonnegative component analysis, is proposed in Zafeiriou and Petrou [2009].

2.2 Probabilistic Subspace Learning

One of the early attempts towards probabilistic subspace learning was made by the development of probabilistic PCA [Tipping and Bishop, 1999, Roweis, 1998]. Probabilistic PCA (p-PCA) was developed by formulating the factor analysis problem in a maximum likelihood estimation setting. Under the p-PCA model, the columns of matrix $E$ in Eq (2.1) are assumed to be isotropic Gaussian distributed random variables with mean zero and covariance of the form $\sigma^2 I$. The $n$-th column $h_n$ of coefficient matrix $H$ is treated as latent or hidden random vector and modeled as a multivariate Gaussian with mean zero and covariance $I$. Formally, the model can be summarized as

$$p(h_n) = \mathcal{N}(h_n \mid 0, I) \quad \text{and} \quad p(x_n \mid h_n) = \mathcal{N}(x_n \mid \Phi h_n, \sigma^2 I) \quad (2.3)$$

The factor matrix $\Phi$ and the variance $\sigma^2$ are treated as parameters and are estimated in maximum-likelihood setting. The marginal distribution of the data is given as

$$p(x_n \mid \Phi, \sigma^2) = \int p(x_n \mid h_n) p(h_n) \, dh_n \quad (2.4)$$
The above marginal distribution reduces to a multivariate Gaussian distribution with mean zero and covariance matrix $C$ where $C = \Phi \Phi^T + \sigma^2 I$. Using this, the log-likelihood function which needs to be maximized for estimating the subspace matrix $\Phi$ is given as

$$
\log p(X \mid \Phi, \sigma^2) = \sum_{n=1}^{N} \log p(x_n \mid \Phi, \sigma^2) = -\frac{N}{2} (M \log 2\pi + \log |C| + \text{Tr}(C^{-1}S_N))
$$

where $S_N$ is the data covariance matrix computed using $N$ data points. Maximization of the above likelihood with respect to $\Phi$ and $\sigma^2$ can be done in closed form and has the following solutions [Tipping and Bishop, 1999]

$$
\Phi_{ML} = U_K (L_K - \sigma^2 I)^{1/2} R \quad \text{and} \quad \sigma^2_{ML} = \frac{1}{M-K} \sum_{k=K+1}^{M} \lambda_k
$$

where $U_K$ contains the eigen-vectors of $S_N$ corresponding to the $K$ largest eigen-values and $\lambda_k$ denotes the $k$-th eigen-value. The matrix $L_K$ is a diagonal matrix containing the $K$ largest eigen-values of $S_N$ on its diagonal and $R$ is an arbitrary orthogonal matrix of size $K \times K$.

The maximum likelihood model proposed above is prone to over-fitting while learning the parameters [Bishop, 2006]. In addition, it needs cross validation to estimate the appropriate value of $K$. Addressing these problems, Bishop [1999] derived a Bayesian extension of probabilistic PCA which provides a posterior distribution over the parameters. This is useful in getting rough estimates of subspace dimensionality ($K$) using automatic relevance determination (ARD) [Bishop, 2006]. Other recent probabilistic subspace learning techniques further generalize the above formulation. A Bayesian probabilistic matrix factorization [Salakhutdinov and Mnih, 2008] has been proposed for collaborative applications where the columns of both the factor matrix $\Phi$ and the coefficient matrix $H$ are modeled as multivariate correlated Gaussian distributed random vectors. In addition, this model being a hierarchical Bayesian model, uses a prior on hyperparameters as well. This avoids the need to tune the model hyperparameters for optimal performance.

### 2.3 Inference Techniques

A key step in the realization of Bayesian probabilistic models is the computation of posterior distribution and expectations with respect to the posterior distributions. Sometimes, it is possible to derive a closed form expression for these quantities. However, in most cases, it is not possible to do so and as a result, the computations of the posterior distribution and the expectations are not tractable. Even when these closed form expressions
exist, the resulting distribution may not take a standard form of known distributions. In such cases, exact inference is intractable and therefore, we have to resort to some form of approximation. In this thesis, we shall encounter such problems and would be using approximate inference techniques. In this section, we provide some background on some of the most popular approximate inference techniques.

2.3.1 Markov Chain Monte Carlo Sampling

A large class of sampling algorithms known as Markov chain Monte Carlo (MCMC) has played a significant role in statistics, machine learning and signal processing recently. MCMC sampling algorithms allow sampling from a large family of distributions and scale well with the dimensionality of the sample space. Due to the advancement in computing technologies, it has become practical to solve many problems by applying MCMC algorithms.

The idea of Monte Carlo simulation is to draw an independent and identically distributed (i.i.d.) set of samples from a desired distribution \( p(x) \). We usually need to turn to MCMC algorithms if either we do not have a closed form for the distribution \( p(x) \) or it is not easy to sample from \( p(x) \). MCMC algorithms approach this problem by constructing a Markov chain that has the desired distribution as its equilibrium distribution. The state of the chain after it reaches equilibrium (in practice, after satisfactory convergence has occurred) is then used as a sample from the desired distribution. If the quality of the sample improves quickly as a function of the number of steps, the Markov chain is said to be “mixing well”. Since it is not easy (or possible) to sample from the distribution \( p(x) \), MCMC algorithms use a proposal distribution \( q(x) \) from which it is easy to draw a sample. We use a proposal distribution which depends on the current state \( x(t) \), i.e. \( q(x \mid x(t)) \). A sample is drawn from the proposal distribution \( q(x \mid x(t)) \) and accepted/rejected according to some criterion. The sequence of such samples \( x(1), x(2), \ldots \) form a Markov chain. Ergodic theorem guarantees a unique invariant distribution for a Markov chain that satisfies three properties – irreducibility, aperiodicity and positive recurrence. To ensure that the invariant distribution of the constructed Markov chain is our desired distribution \( p(x) \), a sufficient (but not necessary) condition is the following reversibility which is widely known as “detailed balance” condition

\[
p(x(t))T(x(t-1) \mid x(t)) = p(x(t-1))T(x(t) \mid x(t-1)) \tag{2.7}
\]

where \( T \) is a stochastic transition matrix and assumed to satisfy the ergodic properties of Markov chains. Summing over \( x(t-1) \) on both sides of Eq (2.7), we obtain
\[
p(x^{(t)}) = \sum_{x^{(t-1)}} p(x^{(t-1)}) T(x^{(t)} \mid x^{(t-1)}) \tag{2.8}
\]

In continuous state space, the above expression translates to the following [Andrieu et al., 2003]

\[
p(x^{(t)}) = \int p(x^{(t-1)}) T(x^{(t)} \mid x^{(t-1)}) dx^{(t-1)} \tag{2.9}
\]

where \( T \) is the conditional density of \( x^{(t)} \) given \( x^{(t-1)} \).

One of the earliest and most popular MCMC algorithms is the Metropolis-Hasting (MH) algorithm, which was first proposed by Metropolis et al. [1953] and later modified by Hastings [1970]. At step \( t \) of the algorithm, a new sample \( x^{(t+1)} \) is drawn from the proposal distribution \( q(x^{(t+1)} \mid x^{(t)}) \) and is accepted with probability \( A(x^{(t)}, x^{(t+1)}) \) where

\[
A(x^{(t)}, x^{(t+1)}) = \min \left( 1, \frac{p(x^{(t+1)}) q(x^{(t)} \mid x^{(t+1)})}{p(x^{(t)}) q(x^{(t+1)} \mid x^{(t)})} \right) \tag{2.10}
\]

The transition kernel \( T(x^{(t+1)} \mid x^{(t)}) \) can be written as a function of \( A(x^{(t)}, x^{(t+1)}) \) and the proposal distribution \( q(x \mid x^{(t)}) \), and it can be shown that the desired distribution \( p(x) \) is the invariant distribution of the Markov chain constructed by the MH algorithm as it satisfies the required detailed balance condition [Andrieu et al., 2003]. However, at this point, we note that although satisfying detailed balance condition provides us confidence that MH algorithm will converge with our chosen proposal distribution \( q(x) \), our choice of \( q(x) \) will have enormous effect on the convergence speed. Similarly, a poor initialization of the underlying Markov chain can significantly influence the convergence time. Often, a good initialization can be a value in the center of the distribution, e.g. a solution obtained using maximum likelihood (ML) estimates.

### 2.3.2 Gibbs Sampling

Gibbs sampling [Geman and Geman, 1984] is one of the MCMC algorithms which allow application of Bayesian analysis to a wide class of problems. Gibbs sampling can be seen as a special case of the MH algorithm where the draw from the proposal distribution is always accepted (i.e. with probability 1). In the case of the MH algorithm, when dealing with high dimensional state spaces, one has to sample from the joint distribution at each step. The key idea in Gibbs sampling is not to sample directly from this high dimensional joint distribution but rather to sample from the univariate conditional distribution of one variable in the state space given the remaining variables. Often, it is fairly easy to draw samples from such univariate conditional distributions than from complex joint distributions. Essentially, we draw samples in \( M \)-dimensional state space sequentially using \( M \)
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univariate conditionals rather than drawing directly from the M-dimensional multivariate joint distribution.

Let us consider a $M$-dimensional state space $(x_1, \ldots, x_M)$ with the univariate conditionals of the form $p(x_j \mid x_{-j})$ where $x_{-j} \triangleq (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_M)$, then Gibbs sampling uses the following proposal distributions

$$
q(x \mid x^{(t)}) =
\begin{cases}
  p(x_j \mid x_{-j}^{(t)}) & \text{If } x_{-j} = x_{-j}^{(t)} \\
  0 & \text{Otherwise}
\end{cases}
$$

Plugging the above proposal distribution $q(x \mid x^{(t)})$ in Eq (2.10), it can be easily seen that the draws from $q(x \mid x^{(t)})$ are accepted with probability 1. Since Gibbs sampler is a special case of MH algorithm, one can embed the MH acceptance step to draw from nonstandard proposal distributions. Gibbs sampling is a popular technique when doing Bayesian analysis using graphical models. In fact, for such networks, the conditional distribution of a particular node only depends on a set of variables called the Markov blanket. For an undirected graph, the Markov blanket of a node comprises the set of neighbouring nodes, while for a directed graph it comprises the parents, the children, and the co-parents [Bishop, 2006]. A popular Gibbs sampling software package called Bayesian Updating with Gibbs sampling (BUGS) has been developed exploiting this dependency [Gilks et al., 1994].

2.3.3 Nuisance Variables and Collapsed Gibbs Sampling

In probabilistic models, a nuisance variable is a random variable that is a key variable for model description, but is of no particular interest in itself. We encounter many such variables that are latent to the model and have a key role in representation of generative models. However, given a particular problem at hand (e.g. prediction, clustering etc), we may often not be interested in inferring the distributions of these nuisance variables. In such cases, it is a standard practice to integrate out such variables by computing the marginals when conducting Bayesian inference. The process of integrating out the nuisance variables is also called “collapsing” the state space, which as a result, is left with a reduced number of variables.

For illustration, consider three dimensional state space $(x_1, x_2, x_3)$ and a desired joint distribution $p(x_1, x_2, x_3)$. The standard Gibbs sampling constructs a Markov chain by generating samples sequentially, e.g. sample $x_1$ from $p(x_1 \mid x_2, x_3)$, then sample $x_2$ from $p(x_2 \mid x_1, x_3)$ and finally sample $x_3$ from $p(x_3 \mid x_1, x_2)$. This process is repeated until convergence of the sampler. Now, let us assume that the variable $x_2$ is the nuisance variable, which we are either not interested in sampling at every step or not interested in sampling at all. In such cases, integrating out $x_2$ is useful as the state-space reduces from
three to two dimensions. The dimensionality reduction obtained by collapsing nuisance variables increases the sampling efficiency since first, there is no time involved in sampling these variables and second, this process usually reduces auto-covariance of the samples. The collapsed Gibbs sampler proceeds as follows: sample $x_1$ from $p(x_1 | x_3)$ and then sample $x_3$ from $p(x_3 | x_1)$. The distributions $p(x_1 | x_3)$ and $p(x_3 | x_1)$ are obtained by marginalizing $x_2$. Collapsed Gibbs sampling is also known as Rao-Blackwellized Gibbs sampling [Casella and Robert, 1996, Sudderth, 2006].

### 2.3.4 Auxiliary Variable Sampling

In most cases, addition of extra (or auxiliary) variables slows convergence and increases sample auto-covariances [Liu, 1994]. However, in some cases, the careful use of auxiliary variables can convert intractable problems into the tractable ones (e.g. [Damien et al., 1999, Teh et al., 2006]). At times, sampling efficiency may also increase if the augmentation leads to simpler conditional distributions.

The idea of introducing auxiliary variables in probabilistic models is somewhat opposite to the idea of collapsing. There are many problems in which sampling from a set of variables may not be easy because the univariate conditionals may not take standard forms. In such cases, by carefully choosing a set of auxiliary variables and forming a joint distribution with the original set of variables, the conditionals can change into a standard, easy to sample form. The intuition behind this lies in that an apparently complicated problem becomes more tractable when embedded into a higher dimensional framework. The use of auxiliary variables in MCMC algorithms dates back to the work in statistical physics [Swendsen and Wang, 1987]. It was generalized by Edwards and Sokal [1988] and later brought into mainstream statistics by Besag and Green [1993], Mira and Tierney [1997]. Auxiliary variable sampling methods augment the original state space specified by $x \in \mathbb{R}^M$ by one or more additional variables $u \in \mathbb{U}$. Except for some special cases, these auxiliary variables may not have any physical meaning and are used only for the sake of mathematical convenience. The joint distribution of $x$ and $u$ can be defined by multiplying the marginal distribution for $x$ with the conditional distribution $p(u | x)$. To assist MCMC based sampling, a Markov chain can be constructed on the product space $\mathbb{R}^M \times \mathbb{U}$ iterating between two different transitions: assuming some value for $x$ at step $t$ as $x^{(t)}$, sampling $u^{(t)}$ with conditional $p(u^{(t)} | x^{(t)})$ and then sampling a new value for $x$ using a proposal distribution $q(x | x^{(t)}, u^{(t)})$ which satisfies the detailed balance condition for the desired distribution $p(x | u)$. Two well known examples of auxiliary variable methods are hybrid Monte Carlo (HMC) [Duane et al., 1987] and slice sampling [Neal, 2003, Damien et al., 1999]. Other successful demonstrations can be found in Teh et al. [2006].
2.4 Nonparametric Bayesian Priors

The use of nonparametric Bayesian priors has become popular to circumvent the model selection problem as models based on these priors do not assume any fixed parametric form and allow the model complexity to grow with the data. The term ‘nonparametric’ is a misnomer as it does not mean that these models are free of parameters. Instead, these models can have a large set of parameters but the number of such parameters automatically gets adjusted with the data.

In contrast to the parametric models which assume a fixed set of parameters, the nonparametric models start with defining a prior distribution over an infinite dimensional parameter space. Using a prior distribution in this way allows the possibility of any arbitrary parameters from this large space. Given observed data, we can compute the posterior distribution over this parameter space weighting the probability of each parameter according to their data likelihood and effectively determining the “active” set of parameters. To define the priors on such infinite-dimensional spaces, one needs infinite dimensional distributions which can be realized using stochastic processes. The stochastic processes (e.g. Gaussian processes, Dirichlet processes etc) can often be characterized by their marginal distributions over finite dimensional subsets of the parameter space. For example, in the case of Gaussian process (GP), the marginal distribution of any finite subset of the parameter space is normally distributed. Similarly, the marginal distribution of Dirichlet process defined over any finite partition of the parameter space follows a Dirichlet distribution. Using this property, Dirichlet process (DP) is used to define a distribution on the probability measures. In other words, every sample of Dirichlet process is a probability measure that can be used to define a discrete (or categorical) distribution over the infinite dimensional parameter space.

2.4.1 Dirichlet Processes

Dirichlet process [Ferguson, 1973, Antoniak, 1974] is one of the widely researched and well understood nonparametric prior in the field of statistics and machine learning. Generalizing the mixture models [Escobar and West, 1995], it has been used as a prior on the latent class to determine the number of clusters. Let \((\Omega, \mathcal{F})\) be a measurable space\(^1\), \(H\) be a fixed measure over \(\Omega\) and \(\alpha\) be a scalar (known as concentration parameter), then, a Dirichlet process \(G\) is a random probability measure over \(\Omega\), denoted by \(G \sim \text{DP}(\alpha, H)\). Formally, for every finite partition \((A_1, \ldots, A_K)\) of \(\Omega\), \(G\) is characterized by

\[
(G(A_1), \ldots, G(A_K)) \sim \text{Dir}(\alpha H(A_1), \ldots, \alpha H(A_K))
\]  

\(^1\)The set \(\Omega\) is the sample space and \(\mathcal{F}\) is a sigma algebra constructed from the collection of subsets of \(\Omega\)
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The consistency of above characterization can be shown using the aggregation property of Dirichlet distribution. Since the Dirichlet process $G$ defines a prior distribution over $\Omega$, we can draw samples from $G$. Let $\theta_1, \ldots, \theta_N$ be i.i.d. samples from $G$, then given these samples, the posterior distribution of $G$ can be easily computed using Bayes rule. A directed graphical representation of this generative process is shown in Figure 2.1. In particular, let $(A_1, \ldots, A_K)$ be a finite partition of $\Omega$ and let $n_k$ be the number of $\theta_i$’s belonging to partition $A_k$, i.e., $n_k = \# \{i \mid \theta_i \in A_k\}$, then using the conjugacy between Dirichlet and multinomial distribution, we can write the posterior as

\[
(G(A_1), \ldots, G(A_K)) \mid \{\theta_1, \ldots, \theta_N\} \sim \text{Dir}(\alpha H(A_1) + n_1, \ldots, \alpha H(A_K) + n_K)
\]

(2.13)

Since the above characterization is true for any finite partition $(A_1, \ldots, A_K)$ with arbitrary $K$, Eq (2.13) implies that the posterior is another Dirichlet process with modified concentration parameter and the base measure. We note that there are repetitions in the collection $\{\theta_1, \ldots, \theta_N\}$ as the draws from a DP are discrete with probability one [Sethuraman, 1994]. Assuming that the set $\{\phi_1, \ldots, \phi_K\}$ denotes the unique values in $\{\theta_1, \ldots, \theta_N\}$, the posterior measure of Eq (2.13) can be written as the following

\[
G \mid \{\theta_1, \ldots, \theta_N\} \sim \text{DP}\left(\alpha + N, \frac{1}{\alpha + N} \left[\alpha H + \sum_{k=1}^{K} n_k \delta_{\phi_k}\right]\right)
\]

(2.14)

Both, the concentration parameter and the base measure of the posterior DP are set to a value by making a compromise between the prior DP and the observed data. To relate $\{\theta_1, \ldots, \theta_N\}$ with $\{\phi_1, \ldots, \phi_K\}$, we can use a set of indicator variables $z_i$ for each $\theta_i$ such that $z_i = k$ if $\theta_i = \phi_k$. To avoid the difficulty of dealing with an infinite dimensional
prior, it is customary to integrate out $G$ and deal directly with predictive distribution $p(\theta_{N+1} | \theta_1, \ldots, \theta_N)$ if the posterior of $G$ is not needed explicitly. For this, consider

$$
p(\theta_{N+1} | \theta_1, \ldots, \theta_N) = \int_G p(\theta_{N+1}, G | \theta_1, \ldots, \theta_N) \, dG
$$

$$
= \int_G p(\theta_{N+1} | G) \, p(G | \theta_1, \ldots, \theta_N) \, dG
$$

$$
= \mathbb{E}_{p(G|\theta_1, \ldots, \theta_N)} \left[ p(\theta_{N+1} | G) \right] \quad (2.15)
$$

Using Eqs (2.14) and (2.15), the predictive distribution can be shown to take the following form

$$
\theta_{N+1} | \{\theta_1, \ldots, \theta_N\} \sim \frac{1}{\alpha + N} \left[ \alpha H + \sum_{k=1}^{K} n_k \delta_{\phi_k} \right] \quad (2.16)
$$

The above predictive distribution can be simulated incrementally using a simple scheme known as the Chinese Restaurant Process (CRP) [Pitman, 2006]. The Chinese restaurant process constructs a distribution over the sequence $\theta_1, \theta_2, \ldots$ by incrementally drawing $\theta_i$ given $\theta_1, \ldots, \theta_{i-1}$. Importantly, the Chinese restaurant process induces an exchangeable distribution on partitions meaning that the joint distribution of $\{\theta_1, \ldots, \theta_N\}$ is invariant to the order of construction, i.e. $p(\theta_1, \ldots, \theta_N) = p(\theta_{\sigma(1)}, \ldots, \theta_{\sigma(N)})$ for any permutation $\sigma$. Given this exchangeability result, another way to show the existence of Dirichlet process is through appealing to de Finetti’s theorem [De Finetti, 1990] – a classic theorem which establishes that any collection of exchangeable random variables has a representation as an infinite mixture distribution (see the infinite mixture in Figure 2.1).

### 2.4.2 Dirichlet Process Mixture Models

The Dirichlet process has been successfully applied for clustering data using mixture models. The use of Dirichlet process as a nonparametric prior enables the mixture model to accommodate infinitely many components. In the mixture model setting, assume that we have a set of observations as $\{x_1, \ldots, x_N\}$ with the corresponding component parameters $\{\theta_1, \ldots, \theta_N\}$ where $\theta_i$’s are drawn from a Dirichlet process $G$ with concentration parameter $\alpha$ and base measure $H$, as shown in Figure 2.1. We also have a observation model which follows a parametric distribution denoted by $F(\theta)$. The whole model can be summarized as below

$$
G \sim \text{DP}(\alpha, H)
$$

$$
\theta_i \sim G
$$

$$
x_i | \theta_i \sim F(\theta_i) \quad (2.17)
$$
Sethuraman [1994] provided a stick-breaking construction of Dirichlet process which makes it immediately clear that the draws from Dirichlet process are discrete with probability one. Recall that, to relate \{\theta_1, \ldots, \theta_N\} with \{\phi_1, \ldots, \phi_K\}, we used a set of indicator variables \(z_i\) for each \(\theta_i\) such that \(z_i = k\) if \(\theta_i = \phi_k\). In applications of Dirichlet process mixture model (DPMM) to clustering, \(z_i\) is used to denote cluster indicator for data \(x_i\). Using \{\phi_1, \ldots, \phi_K\} and the stick-breaking construction, we can write \(G\) as the following

\[
G (\theta) = \sum_{k=1}^{\infty} \pi_k \delta_{\phi_k} (\theta)
\]

(2.18)

where the stick breaking weights \(\pi_k\) are drawn in the following manner

\[
v_k \mid \alpha \sim \text{beta} (1, \alpha) \quad \text{for } k = 1, 2, \ldots
\]

(2.19)

\[
\pi_k = v_k \Pi_{r=1}^{k-1} (1 - v_r)
\]

(2.20)

The above construction is also known as GEM distribution. Using the above representation, we can describe DPMM in an alternative manner as the following

\[
\pi \sim \text{GEM} (\alpha)
\]

\[
z_i \sim \text{Discrete} (\pi)
\]

\[
\phi_k \sim H
\]

\[
x_i \mid z_i, \{\phi_1, \ldots, \phi_K\} \sim F (\phi_{z_i})
\]

(2.21)

where \(\pi \triangleq [\pi_1, \pi_2, \ldots, \pi_K]\). Both the representations of DPMM are shown in Figure 2.2. It can be seen that Dirichlet process mixtures can control complexity of the model using stick-breaking prior instead of choosing a finite number of components \(K\). An important property of stick breaking weights \(\pi_k\) is that these weights decrease exponentially (although appearing in size-biased order). This ensures that only a finite number of clusters are used to model the data. If there is evidence for a new cluster through observed data, the number of clusters grow automatically.

### 2.4.3 Infinite Factor Analysis Models

Dirichlet process mixture models avoid the need of model selection for determining the number of clusters. While mixture models have found many natural applications, there are other applications, which are difficult to be modeled that way. A different assumption in many problem settings is that objects can be described in terms of a set of features or attributes. As an example, consider a collaborative filtering application where users
assign ratings to items. When a user rates an item, there are many latent factors that determine the level of rating, e.g. while rating ‘cars’, the user might think about its ‘price’, ‘sporty-look’, ‘efficiency’ along with many other features or factors which an item may or may not be good at. Mixture models consider each attribute as one mixture component and associate an item with only 1 out of \( K \) such components. This causes a difficulty in modeling the problems that require more than 1 feature out of \( K \) features. As an alternative to the “1-out-of-\( K \)” representation underlying the mixture models, factor models can associate a set of latent components to each data point.

Similar to the mixture model setting, using nonparametric Bayesian priors in combination with the factor models avoids the need for model selection in determining the number of latent components. The first significant attempt towards this goal was made by Griffiths and Ghahramani [2006] who proposed a nonparametric predictive prior that can be used as a generative model for infinite binary matrices. This predictive prior is known as Indian Buffet Process (IBP). The predictive distribution of IBP is analogous to the Chinese restaurant process used for mixture models and can be utilized for factor models to associate the data to a set of factors.

Before discussing IBP further, it is useful to recall the factor analysis model of Eq (2.1). IBP can be used to infer the number of factors \( K \) automatically as can be seen from the following formulation. Consider \( \mathbf{X} = \Phi \mathbf{H} + \mathbf{E} \), and rewrite it as \( \mathbf{X} = \Phi (\mathbf{Z} \odot \mathbf{W}) + \mathbf{E} \) where \( \mathbf{H} \triangleq \mathbf{Z} \odot \mathbf{W} \) and the matrix \( \mathbf{Z} \) is a binary matrix of dimension \( K \times N \) and \( K \) can grow to an arbitrary large number as may be required to explain the data. Since the matrix \( \mathbf{Z} \)
only indicates the presence or absence of the factors, the value of the feature matrix $H$ is now represented by the matrix $W$. The IBP prior is used on the matrix $Z$ through which an object is allowed to have a set of factors in contrast to the Chinese restaurant process that allows an object to have only one component.

Several latent factor analysis models have been proposed using IBP. Knowles and Ghahramani [2007] propose a nonparametric Bayesian extension of Independent Components Analysis (ICA) where the observed data matrix is modeled as a linear superposition of a potentially infinite number of hidden sources. A variational inference procedure for IBP based models is derived in Doshi-Velez et al. [2009b]. The works in [Doshi-Velez and Ghahramani, 2009a, Doshi-Velez et al., 2009a] have successfully shown the use of IBP based models for large scale applications. Extending the use of IBP to allow modeling non-conjugate distributions, a slice sampler is derived in Teh et al. [2007]. Another extension to model the correlated binary matrices (e.g. correlation due to the co-occurring words in text data or co-occurring objects in images) is described in Doshi-Velez and Ghahramani [2009b].

Similar to the Chinese restaurant process, IBP also satisfies the exchangeable property, i.e. if $Z = [z_1, \ldots, z_N]$ where each $z_i \in \{0, 1\}^{K \times 1}$ then $p(z_1, \ldots, z_N) = p(z_{\sigma(1)}, \ldots, z_{\sigma(N)})$. Given the exchangeability property of IBP, it is desirable to inquire the de Finetti mixing stochastic process underlying IBP. Thibaux and Jordan [2007] investigated this question and found that the de Finetti stochastic process underlying IBP is beta process. We note that the similar process underlying Chinese restaurant process is Dirichlet process. As pointed out by Thibaux and Jordan [2007], establishing this connection allows us to develop effective machinery for the beta process analogous to those developed for Dirichlet processes.

### 2.4.4 Beta Processes

Let $(\Omega, \mathcal{F})$ be a measurable space, $B_0$ be a fixed measure over $\Omega$ and $\gamma_0$ be a positive function over $\Omega$, then, a beta process $B$ is a positive random measure over $\Omega$, denoted by $B \sim \text{BP} (\gamma_0, B_0)$ [Hjort, 1990]. If $S_1, \ldots, S_r$ are disjoint subsets of $\Omega$, the measures $B(S_1), \ldots, B(S_r)$ are independent. This implies that beta process is a positive Lévy process and can be uniquely characterized using a Lévy measure (for details about the Lévy measure of beta process, see Thibaux and Jordan [2007]).

If $B_0$ is discrete and given as $B_0 = \sum_k \lambda_k \delta_{\phi_k}$ (where $\phi_k$ is an atom such that $\phi_k \in \Omega$), then the draws from the beta process $B$ are also discrete and can be written in the following form [Thibaux and Jordan, 2007]

$$B = \sum_k \beta_k \delta_{\phi_k} \quad (2.22)$$
where \( \delta_{\phi_k} \) is Dirac measure and equals to one if \( \phi_k \) belongs to its argument set. The variable \( \beta_k \) is a random measure associated to an atom \( \phi_k \) such that

\[
\beta_k \sim \text{beta}(\gamma_0 \lambda_k, \gamma_0 (1 - \lambda_k)), \quad k = 1, 2, \ldots
\]

(2.23)

In the case of continuous \( B_0 \), the measure associated to a single atom (i.e. any \( \phi_k \)) is zero. Therefore, instead of using a single atom \( \phi_k \), we consider infinitesimally small region \( d\phi_k \) in \( \Omega \) around \( \phi_k \). [Hjort, 1990] has shown that increments of such infinitesimal form for the beta process can be shown to be independent and follow beta distribution. Thus, for continuous \( B_0 \), we can partition \( \Omega \) into \( L \) equal parts such that \( \bigcup_{k=1}^{L} d\phi_k = \Omega \) [Paisley and Carin, 2009]. Using this partition, we can write:

\[
B \sim \sum_{k=1}^{L} \beta_k \delta_{d\phi_k}.
\]

Following Theorem 3.1 in [Hjort, 1990], for large \( L \), \( \beta_k \) can be approximately drawn from a beta distribution as below

\[
\beta_k \sim \text{beta}(\gamma_0 b_k, \gamma_0 (1 - b_k)), \quad k = 1, 2, \ldots \text{L}
\]

(2.24)

where \( b_k \triangleq B_0(d\phi_k) \). If \( z_i \) is a draw from a Bernoulli process parametrized by \( B \), i.e. \( z_i \mid B \sim \text{BeP}(B) \) then the posterior \( B(S) \mid z_1, \ldots, z_N \) for \( S \in F \), using the “conjugacy” property of beta process [Hjort, 1990, Kim, 1999], is given as

\[
B(S) \mid z_1, \ldots, z_N \sim \text{BP} \left( \frac{\gamma_0 + N}{\gamma_0 + N} B_0 + \frac{1}{\gamma_0 + N} \sum_{k|\phi_k \in S} \sum_{i=1}^{N} z_i^{(k)} \right)
\]

(2.25)

Given the above posterior, predictive distribution of \( z_{N+1} \mid z_1, \ldots, z_N \), computed under the expectation \( \mathbb{E}_{B[z_1, \ldots, z_N]}[p(z_{N+1} \mid B)] \), can be written as

\[
z_{N+1}^{(k)} \mid z_1, \ldots, z_N \sim \text{BeP} \left( \frac{\gamma_0}{\gamma_0 + N} B_0 + \frac{1}{\gamma_0 + N} \sum_{i=1}^{N} z_i^{(k)} \right)
\]

(2.26)

The above predictive process can be understood as the following: \( z_{N+1} \) has a value of 1 for an existing factor in proportion to their evidence shown by data, i.e. \( \text{BeP} \left( \frac{\gamma_0}{\gamma_0 + N} \sum_{i=1}^{N} z_i \right) \) and a value of 1 for a new factor \( \text{BeP} \left( \frac{\gamma_0}{\gamma_0 + N} B_0 \right) \) which can be shown to be \( \text{Poi} \left( \frac{\gamma_0}{\gamma_0 + N} \right) \) where \( \text{Poi}(.) \) denotes the Poisson distribution. Thibaux and Jordan [2007] show that the predictive process in Eq (2.26) is the two-parameter generalization of the IBP [Griffiths and Ghahramani, 2006], observing the underlying de Finetti mixing beta process. A non-parametric Bayesian factor analysis model employing variational inference and explicit sampling from beta process has been developed in Paisley and Carin [2009].

There have been proposed many algorithms to generate the samples from a beta process. One of the early attempts towards this was made by Inverse Lévy Measure (ILM) algorithm [Wolpert and Ickstadt, 1998]. This algorithm is efficient in that it generates the samples in a decreasing order. However, a key drawback is that at each step, it requires
a computationally expensive inversion of incomplete beta functions. Improving upon this algorithm, Lee and Kim [2004] proposed an approximation of the underlying beta process by a sequence of compound Poisson processes. Due to the approximation used in their algorithm, their algorithm converges only in distribution. Thibaux and Jordan [2007] proposed a simple iterative algorithm to generate the samples from the beta process but it generates the samples in size-biased order. Similar to the stick-breaking construction of Dirichlet processes, an equivalent construction of the beta process is derived in Paisley et al. [2010]. However, this stick-breaking construction is more involved than that of Dirichlet process.

2.4.5 Hierarchical Nonparametric Priors

One of the strengths of probabilistic modeling is to be able to express the dependencies through hierarchies. Taking this into consideration, MacEachern [1999] proposed a dependent Dirichlet process (DDP) framework extending nonparametric Bayesian priors to allow hierarchical modeling. DDP suggests to use a covariate space $\mathcal{X}$ for capturing the evolution of random distributions $G_x$, $x \in \mathcal{X}$ and defines a prior over this dependent family. One of the most popular nonparametric hierarchical prior in this category is the hierarchical Dirichlet process [Teh et al., 2006]. Hierarchical Dirichlet process (HDP) allows us to model a generative process involving multiple groups of data sharing a common set of parameters. In particular, it provides a framework to combine $J$ different Dirichlet process models (indexed as $j = 1, \ldots, J$) with random distributions $G_j$ as

$$G_j \mid G_0, \alpha_j \sim \text{DP} (\alpha_j, G_0)$$

(2.27)

through a common base measure $G_0$, which itself is a draw from another higher level Dirichlet process with base measure $H$ where

$$G_0 \mid H, \gamma \sim \text{DP} (\gamma, H)$$

(2.28)

Intuitively, it seems to be enough to have a common base measure $G_0$ to generate a family of random distributions $G_j$ which are conditionally independent given $G_0$. However, a closer look makes it immediately clear that unless $G_0$ is discrete, the random distributions $G_j$’s do not share any atoms. For continuous $G_0$, the random distributions $G_j$, for each $j$, have atoms at different locations with probability one.

Using HDP prior for mixture model, Teh et al. [2006] propose a model that can share a set of clusters across multiple data groups. This model can also be understood as a nonparametric extension of the popular topic model known as latent Dirichlet allocation (LDA) [Blei et al., 2003]. In the context of language model, HDP provides a generative model according to which every document can be associated with multiple topics and the
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Figure 2.3: Directed graphical representation (a) hierarchical Dirichlet process mixture model (HDP-MM) (b) generative model of infinite binary matrices using hierarchical beta process (HBP).

number of topics used across the corpus can be learnt automatically and grow with the data. A directed graphical representation of HDP is shown in Figure 2.3a.

In an analogous manner to the hierarchical Dirichlet process (HDP), Thibaux and Jordan [2007] propose a prior based on a hierarchy of beta processes – termed as hierarchical beta processes (HBP) – that allows sharing of atoms drawn from different beta processes. If $A_0 \sim \text{BP}(\gamma_0,B)$ be a draw from beta process and there exist $J$ sources, then the hierarchical beta process imposes the following hierarchy for each $j = 1,\ldots,J$:

$$A_j \sim \text{BP}(\alpha_0,A_0) \quad \text{and} \quad Z_{ji} \mid A_j \sim \text{BeP}(A_j)$$

Irrespective of whether $B$ is continuous or discrete, $A_0$ has the support which is a subset of the support of $B$. Since support of $A_j$’s, for each $j$, are subsets of the support of $A$, $A_j$’s share some of their atoms.

The above property of HBP can be exploited for sharing the factors across multiple sources. In fact, similar to the use of HDP in mixture models to share clusters (or the topics in the language modeling context), we can use HBP in combination of factor analysis model to share factors (see Figure 2.3). This is useful in applications where each object in a group can be associated to a subset of a set of factors shared across groups. HBP based factor analysis can potentially discover shared factors and individual factors specific to each source in a nonparametric setting, avoiding the need to specify the dimensionality of the latent subspaces a priori. The significance of this extension lies in an alternative paradigm for statistical sharing across multiple data groups, in a similar realm to HDP, but the HBP based model operates at the factor level instead of mixtures, and therefore
it is more appropriate for applications such as retrieval, joint dimensionality reduction, collaborative filtering and so on.

The adaptive rejection sampling (ARS) based inference scheme proposed for HBP is elementary (as noted by Thibaux and Jordan [2007]) and further research in developing more advanced inference algorithms is desirable for fully exploiting beta process models. In addition to sampling the main variables of HBP based models, it is also required to sample the hyperparameters as these parameters play a direct role in determining the extent of sharing across different data groups. Thibaux and Jordan [2007] address this problem in a limited way by estimating these parameters either separately from the data without embedding this procedure in the sampling scheme or through model selection. It is desirable to avoid the model selection as Bayesian priors over these hyperparameters can be used to infer them within the model framework.

2.5 Learning from Multiple Data Sources

The proliferation of sensor networks and the Internet has created a plethora of data sources. Often, these data sources are related and can strengthen one another to improve performance of many machine learning and data mining tasks. However, improving the performance by combining them is not straightforward as these sources, usually, also have different characteristics. Traditional subspace learning methods, when applied to multiple sources separately, do not exploit their shared statistical strengths. Moreover, combining multiple data sources as a single data set and applying subspace learning does not deliver satisfactory results either, as it is unable to capture individual variations. Thus, there is a need to develop models which, not only can exploit the shared strength of multiple sources, but also can retain the individual variations of each source.

There are open questions such as how to analyze data with more than one set of observations/views representing the same phenomenon or in a more general setting, how can we extract the “useful” information that is shared across the multiple data sources? Given multiple related data sources, how can we build models for improved prediction in one data source given others? Closely related questions are how to improve the performance of unsupervised machine learning tasks (e.g. information retrieval and clustering) for one data source using the knowledge from other related data sources. Taking a broad perspective, the previous works answering the above questions can be divided into three main categories: multi-view learning, transfer learning and multi-task learning. In the following subsections, we discuss related works in these areas.
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2.5.1 Multi-view Learning

In many real world applications, such as image annotation [Blei and Jordan, 2003] and web page classification [Blum and Mitchell, 1998], data is observed from multiple aspects or views. For example, a collection of images with captions can be represented with two views, one describing the content of the image and the other describing its meaning. Dependencies between these representations reveal more information on the intended semantics than either view alone. Traditional supervised and unsupervised models are built without taking different views into consideration and thus, they are not only incapable of performing joint view-level analysis (e.g. predicting the view correspondences or discovering the related clusters across different views) but also suffer in terms of task performance as they do not exploit the shared knowledge across multiple views. Addressing these problems, there has been significant amount of work exploring various multi-view formulations under different settings.

Multi-view Clustering  Kailing et al. [2004] propose a density-based approach to cluster data points with multiple representations using all available views of the data. The authors extend DBSCAN algorithm to enable its application on data having multiple views or representations. Bickel and Scheffer [2004] propose a partitioning and agglomerative, multi-view clustering algorithm by utilizing different views of the data. The authors empirically show that the multi-view versions of clustering algorithms, especially K-means and EM, greatly improve their single-view counterparts. These techniques assume that all the representations of the data have the same clustering structure and attempt to find a consensus among different views. Real world data, on the other hand, may not fully share the common structures across different views and under these scenarios, the above assumption is only partially true. Recently, Wiswedel et al. [2010] propose a technique to cluster data with multiple views. Instead of assuming a common structure over each view, their work combines local models from individual views into a global model learnt across all views. In another related work, Salzmann et al. [2010] propose a robust approach to factorizing the latent space into shared and private spaces by introducing orthogonality constraints. A more general approach is taken in Jia et al. [2010] that allows sharing latent dimensions across any subset of the views instead of a common sharing across all views.

CCA based Approaches  There has been a parallel approach to modeling the correlated data using canonical correlation analysis (CCA) by learning two orthogonal transformations such that transformed data pairs are maximally correlated. With this intuition, CCA is formulated as a multi-view learning approach in Hardoon et al. [2004] who demonstrate its use in learning a semantic representation between the web images and the associated
text. A probabilistic formulation of CCA is proposed in Bach and Jordan [2005] making it possible to deal with missing data and also enabling its use as a building block in other complex probabilistic models. Bach and Jordan [2005] draw the connection between the probabilistic model and traditional CCA, showing that the maximum-likelihood solution of the probabilistic model is the same as that of the traditional CCA up to an arbitrary rotation in the latent space and projection matrices. A Bayesian extension of the maximum likelihood CCA, detecting dependency between two data sets is proposed in Klami and Kaski [2008]. A more efficient Bayesian model using variational inference was developed in Viinikanoja et al. [2010], Virtanen et al. [2011]. In addition to developing a robust method for Bayesian CCA, Viinikanoja et al. [2010] also extended it to a robust Bayesian mixture of CCA. A critical limitation of CCA is that the linear correlation between the views is computed globally, which captures an overall dependency across the views. Fern et al. [2005] address this limitation by constructing a mixture of locally linear CCA models and refer it as correlation clustering. Correlation clustering constructs locally linear correlation models and thus can simultaneously cluster any two data sets according to their local correlation structure.

A theoretical work [Sridharan and Kakade, 2008] explicitly formalizes an information theoretic, multi-view assumption and studies the multi-view paradigm in the PAC style semi-supervised framework of Balcan and Blum [2005]. It also provides a normative justification for CCA as a dimensionality reduction technique, especially, for strictly convex loss functions. Exploiting CCA for different applications, there have been some works [Foster et al., 2008, Kakade and Foster, 2007] on multi-view dimensionality reduction framework providing sufficient conditions under which the dimensionality of data from the two views can be reduced via a projection without sacrificing their predictive power. Since clustering data in high dimensions is believed to be a hard problem in general, a common practice is to project the data into a lower dimensional subspace, e.g. via Principal Components Analysis (PCA) or random projections before clustering. Constructing such projections for data having multiple views, a multi-view clustering method using CCA is proposed in Chaudhuri et al. [2009].

**Non-linear Approaches** There have been relatively few attempts on nonlinear modeling of multi-view data. Globerson et al. [2005] present an Euclidean embedding of co-occurrence data such as images and text, into a single common Euclidean space, based on their co-occurrence statistics. The local structure of the embedding corresponds to the statistical correlations via random walks in the Euclidean space. In other works [Kuss and Graepel, 2003, Hardoon et al., 2004], a kernel approach is taken where the CCA subspaces are learnt after mapping the data from different views into kernel feature spaces. Taking a shared and private subspace approach, a Gaussian process latent variable model (GPLVM)
based multi-view scheme is proposed in Leen and Fyfe [2008b].
When supervised information of multiple views is available, it can be used to improve the predictive performance of the methods dealing with multi-view data. To discover the shared subspace representation of multi-view data, unsupervised methods such as CCA and other extensions, in their standard form, are not capable of incorporating label information. The discriminant approaches such as Diethe et al. [2008] do incorporate the supervised information but are unable to provide view-level predictions. Addressing this problem, a predictive subspace learning model for multi-view data is proposed in Chen et al. [2010].

**Bayesian Nonparametric Approaches**

An important problem in multi-view learning based on CCA is to determine the number of correlation components. To this end, Rai and Daumé III [2009] propose a nonparametric, fully Bayesian framework that can automatically select the number of correlation components, and effectively capture the sparsity underlying the projections. Another nonparametric Bayesian method [Leen and Fyfe, 2008a] is proposed using a Dirichlet process mixture model of probabilistic canonical correlation analyzers for the problem of learning from two related data sets. The model can learn the number of mixtures automatically from the data, avoiding the need for separate model selection. A hierarchical nonparametric Bayesian mixture model for multi-view learning is proposed in Rogers et al. [2010]. This has the flexibility of having non-parametric models for each of the views, coupled by a flexible model for the interactions.

**Distinction from Alternate Clustering**

We would like to distinguish between learning from multiple data sources and the alternate clustering paradigm [Bae and Bailey, 2006, Cui et al., 2007, Qi and Davidson, 2009, Niu et al., 2010]. Often, high dimensional data can be visualized in different ways and thus leads to multiple ways of clustering. In these scenarios, instead of clustering the data in a single specific way, it is useful to consider various non-redundant alternate clusters. Bae and Bailey [2006] present a technique to find an alternate clustering partition given an existing clustering partition. The idea is to get another clustering partition which can discover patterns distinctively different from the patterns provided by the existing clustering. Cui et al. [2007] propose a clustering scheme to discover multiple non-redundant clustering partitions by using orthogonality either in the cluster or the feature space. Non-redundant clusters are obtained by first clustering the data in a discriminating subspace and then, alternate clusters are obtained by projecting the data to subspaces orthogonal to the former subspace. Qi and Davidson [2009] propose an alternate clustering technique which can discover an alternate clustering partition given an existing clustering partition while specifying properties of the existing clustering partition that should be retained or omitted. Niu et al. [2010] propose a technique to discover multiple clustering partitions by learning non-redundant subspaces that can
provide multiple views of the data and find a clustering partition using each subspace. In contrast to the above approaches, this approach optimizes a spectral clustering objective in each subspace to obtain multiple clusters while also penalizing for the redundancy among the different clusters. We note that the above set of techniques aim to achieve alternate clusters providing complementary views and are different from learning from multiple data sources as well as multi-view learning.

We note that all above approaches confine themselves to a single data source and focus on modeling data points that have multiple views or correspondences. These correspondences may not be available in the general setting, e.g. the textual tags of Flickr images and YouTube videos, generated in response to some real world events, may be highly correlated, however, direct correspondences between the two sources may not be available as these items (images and videos) reside on different websites. Due to this, although being highly correlated, the data from these sources should not be treated as two different views of the same event or phenomenon. In such cases, the whole class of multi-view learning algorithms become inapplicable and there is a need to develop frameworks which can model the data from multiple related sources without needing multiple views or correspondences. In fact, these methods are expected to relate the objects from different sources and predict the latent correspondences [Tripathi et al., 2011].

2.5.2 Transfer Learning/Multi-task Learning

Another set of techniques that deal with learning from more than one data source come under the umbrella of multi-task learning or transfer learning. Transfer learning involves related learning problems with the goal of improving performance on a particular task with the help of knowledge available across multiple related tasks. The idea is that there are some basic patterns that can be learnt from the related tasks especially when there is less training data available in the domain of interest. Closely related is the problem of multi-task learning. The main difference between transfer learning and multi-task learning is that the former focuses on improving performance of only the target task whereas the later aims at improving performance of each task with mutual help from other tasks. There are various forms of transfer learning (see the survey in Pan and Yang [2008]), e.g. inductive transfer learning [Wu and Dietterich, 2004, Liao et al., 2005, Dai et al., 2007b, Raina et al., 2007], transductive transfer learning [Dai et al., 2007a, Ling et al., 2008, Pan et al., 2008, Gao et al., 2008] or unsupervised transfer learning [Si et al., 2009, Gu and Zhou, 2009a, Dai et al., 2008].

Supervised Learning using Auxiliary Sources  Increasing availability of data from related sources has given rise to their joint analysis. Previous works [Thrun, 1996, Caruana,
1997, Baxter, 2000, Ben-David and Schuller, 2003] provide a foundation for such analysis in multi-task learning. As a result, there has been a lot of work to improve performance of both supervised and unsupervised tasks using data from related auxiliary sources. Ando and Zhang [2005] discover predictive structures shared among various classification tasks by learning a subspace of parameters and use it to improve target data classification. Ji et al. [2008] provide a framework for extracting shared structures in multi-label classification by learning a shared subspace which is assumed to be shared among multiple labels. Since multiple labels share the same input space, and semantics conveyed by different labels are often correlated, the authors exploit the correlation information contained in different labels. Yan et al. [2007] use a shared subspace boosting algorithm for multi-label classification combining a number of base models across multiple labels to reduce the information overlap. The base models are learnt using random subspace method and bootstrap data samples [Friedman et al., 2009]. In early attempts to multi-task learning, [Caruana, 1997] trains neural networks for jointly modeling multiple tasks. The idea of joint training was to have improved learning of some structures available across different related tasks. Evgeniou and Pontil [2004] propose a regularized multi-task learning approach that can naturally extend existing single-task kernel based learning methods, e.g. such as Support Vector Machines (SVM) to multi-task learning. Micchelli and Pontil [2005] suggest a way of using kernels for multi-task learning by modeling relations between the tasks and present multi-task learning algorithms. Argyriou et al. [2007] present a method for learning a low-dimensional representation shared across a set of multiple related tasks. The underlying assumption is that the classification/regression functions are related so that they all share a set of features. Building upon $L_1$-norm regularization problem, a new regularizer is used that controls the number of learnt features common for all tasks. Similarly, Chen et al. [2009] present a formulation for multi-task learning based on the non-convex alternating structure optimization (ASO), wherein all tasks are related by a shared feature representation.

There have also been many works that combine unlabeled data from auxiliary sources to improve the classification/recognition performance on target sources, and vice versa. Yang et al. [2010] propose a classification model for a target class in the absence of any labeled training example from that class while assuming that a collection of labeled examples belonging to other auxiliary classes are available. In addition, they also assume the knowledge of the prior distribution of the target class and the correlation between the target class and the auxiliary classes. Opposite to this, Zheng et al. [2011] propose a transfer learning framework that utilizes unlabeled auxiliary data to select the relevant transferable knowledge for recognizing a target object class from the background given a limited set of target training samples. In a similar approach, Raina et al. [2007] use a large number of unlabeled images (or audio samples or text documents) randomly downloaded from the
Internet to improve performance on a given image (or audio, or text) classification task without assuming a common generative model between target and auxiliary sources.

**Unsupervised Learning using Auxiliary Sources**  The above methods focus on improving classification/regression tasks and learn joint subspaces to model either labels or classification parameters in supervised settings. There have been relatively few attempts [Si et al., 2009, Gu and Zhou, 2009a, Dai et al., 2008] towards unsupervised transfer learning and even fewer attempts towards unsupervised multi-task learning (see survey in [Pan and Yang, 2008]).Multi-task learning has been addressed mostly in supervised settings. Similar models for unsupervised case are desired. Dai et al. [2008] investigate an unsupervised transfer learning problem called self-taught clustering, and develop a co-clustering algorithm by using unlabeled auxiliary data to help improve the target clustering results. Si et al. [2009] propose to learn a shared subspace by minimizing the Bregman divergence between the distributions of the related data sources. This approach is generic to learn subspaces with different modeling goals. Although the shared subspace learnt using this approach is appropriate to model the commonalities between two related sources, it has no explicit provision for modeling individual variations of each data source. Modeling both shared and individual variations explicitly ensures that knowledge from auxiliary sources is exploited without sacrificing the knowledge available locally at each data source. Recently, a framework, which uses both shared and individual subspaces for jointly modeling data from related sources is proposed in Gu and Zhou [2009a] for a multi-task clustering application. Authors exploit the relationship among similar tasks to enhance the clustering performance of each task and present a transductive transfer classification method under the proposed framework. However, this framework needs to maintain the same number of clusters for each data source in their individual subspaces and forces identical cluster centroids in the shared subspace. This limitation renders the framework too restrictive for modeling real world data sources.

There has been a growing interest toward the use of prior knowledge in clustering, e.g semi-supervised clustering, constrained clustering and co-clustering. Although this does not deal with multiple data sources, it can be put under the category of transfer learning as it utilizes prior information through constraints or similarities. Wagstaff et al. [2001] develop a K-means variant that can incorporate background knowledge in the form of instance-level constraints (e.g. must link or can not link). Basu et al. [2004] propose a probabilistic framework based on Hidden Markov Random Fields (HMRFs) for semi-supervised clustering that combines the constraint-based and distance-based approaches in a unified model. Generalizing the constrained clustering idea for graphs, Kulis et al. [2005] propose a kernel based semi-supervised graph clustering and show that the method presented in Basu et al. [2004] is a special case of their framework. Li et al. [2007] combine
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semi-supervised clustering with consensus clustering within the framework of nonnegative matrix factorization (NMF). Utilizing NMF, Wang et al. [2008b] extend semi-supervised constrained clustering to constrained co-clustering for simultaneously clustering the dyadic data [Dhillon, 2001].

**Bayesian Nonparametric Approaches** A key problem to be addressed in both multi-task learning and transfer learning is how to determine the extent of knowledge which should be shared across multiple tasks. For example, when learning a shared subspace for the task parameters, it is important to know the optimal dimensionality of the subspace. In a supervised setting, multi-task learning has been addressed using Bayesian nonparametrics theory [Rai and Daumé III, 2010]. However, similar models for unsupervised case are yet to be explored. Inaccurate estimation of the sharing extent results in negative transfer learning as discussed in Pan and Yang [2008], Rosenstein et al. [2005]. The related concepts of task relatedness has also been analyzed theoretically [Ben-David and Schuller, 2003].

Recently, a nonparametric factor analysis model using beta process prior is proposed in Paisley and Carin [2009] wherein the data matrix is decomposed as a product of two matrices containing factors and features. The feature matrix is further decomposed into a product of a binary matrix (say $Z$) (indicating absence or presence of a feature) and a weight matrix (feature values). The binary matrix $Z$ is modeled using a Bernoulli process parametrized by a beta process. A more general covariate model, without an exchangeability assumption, is proposed in Zhou et al. [2011]. Although these nonparametric methods allow the number of factors to grow with the data (i.e. learn the subspace dimensionality automatically from the data), they are restricted to modeling a single data source. Extension is thus required for multiple data sources.

Other nonparametric models addressing multiple data sources include the work of Fox et al. [2009], who use the Indian Buffet Process (IBP) representation of the beta process, to share features amongst dynamical systems. Bernoulli processes for different dynamical objects are parametrized by a common beta process in a non-hierarchical manner. The potential benefits of a hierarchical model are yet to be explored. In another work, Saria et al. [2010] employ the hierarchical Dirichlet process (HDP) as the underlying stochastic process to model common aspects of multiple time series. However, this model is limited in its applications due to using HDP as its underlying stochastic process, and focuses on topical modeling. A multi-scale convolutional factor model using the hierarchical beta process (HBP) is presented in Chen et al. [2011]. Again, its focus is towards deep learning instead of modeling multiple data sources.
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Social tagging by users is a defining characteristic of Web 2.0 and has had a huge impact on the way we use the Web in a relatively short time. Social tagging systems exist that allow users to annotate and retrieve any Web-accessible item of interest, including web-pages, images, sounds, videos, blog posts, tweets, URLs, locations, and even people. Similar to keywords in information retrieval (IR), short textual descriptors, termed tags, provide concise summarization of resources, often at topical or conceptual levels, which are difficult to infer using automatic, content-based IR methods. The resulting aggregation of tags forms a *folksonomy*, which acts as a proxy for a controlled taxonomy created by information science experts, and can be used to facilitate retrieval from the resources covered by the folksonomy [Vanderwal, 2005, Peters, 2009].

Folksonomy-enabled search has been instrumental in the rising popularity of social image and video sharing platforms, such as Del.icio.us, Flickr, Picassa and YouTube. However, the use of tags poses serious challenges; the lack of constraints when creating free-text tags are part of their appeal, but as a result they tend to be noisy, ambiguous and incomplete [Marlow et al., 2006, Golder and Huberman, 2006], and can seriously degrade retrieval performance. Research has attempted to improve the accuracy of tags, but a common characteristic of the proposed solutions is a focus solely within the internal structure of a given tagging system. However, so long as only internal data is sought, these methods are less likely to be able to break the retrieval barriers caused by the uncertainty and noise inherent within the tags.

From a broad perspective, previous works on tagging systems have been aimed at finding tag relevance or refinement, often improving tags through modification or recommending additional tags. Marlow et al. [2006] present a taxonomy of social tagging systems, and highlight the effect of different design parameters and user communities on the make-up of the resulting tags. Folksonomies acquire differing characteristics by virtue of the myriad contextual factors and the design decisions that lead to their creation, e.g., tagging systems that allow users to see the tags of others allow for rapid vocabulary convergence as opposed to “blind” systems. Users who tag solely for the purposes of retrieving their own resources are more likely to tag with idiosyncratic terms. Some folksonomies may be rich in conceptual labels or subsidiary descriptions, whilst others may consist predominantly of precise labels for visible objects. They also present information on potential evaluative frameworks by providing a simple taxonomy of incentives and contribution models. Sigurbjörnsson and Van Zwol [2008] investigate how users tag photos and the information contained in Flickr tags. Analyzing the characteristics of tags in social web sites such as Flickr, they provide a method to recommend a set of relevant tags at different levels of exhaustiveness from the original tags. Recent works of Li et al. [2009a,b] present a method
to learn social tag relevance by finding visual neighbors and voting based on tag frequency. The authors list all images for a given tag and then count the number of images which are visually similar to calculate tag relevance. Wang et al. [2008a] propose a search-based method which uses content-based retrieval method to get visually similar images from an image collection and fuse it with text-based retrieval results. These methods perform poorly in practice as visual similarity techniques have not yet matured. In addition, due to the need to search for visual neighbors, these methods are computationally expensive. In another work, Wu et al. [2009] note problems caused by irrelevant tags and describe the semantic loss caused when users do not tag a complete image but only one or two objects in the image. They propose a multi-modality tag recommendation method based on both tag and visual correlation by generating a ranking feature that uses each modality, and therefore, again suffers from the problems faced by content-based methods.

![Example of images with their associated tags from Flickr (left) and LabelMe (right) data sets. As noted, Flickr tags are often noisy and incomplete (e.g., tags are absent for many objects such as ‘road’, ‘tree’, ‘sky’ or ‘cloud’, which are plainly visible in the image), whereas LabelMe tags are mostly consistent with the image existents.](image)

Most of the social media sharing web sites have tags appearing in random order and often without any relevance information. This limits their effectiveness in social media search and mining tasks. Addressing this problem, Liu et al. [2009] propose a tag ranking scheme for Flickr images, aiming to rank the tags according to their relevance to the image content. Begelman et al. [2006] discuss the use of clustering techniques to improve the search and exploration in the tagging space and enhance the user experience on collaborative tagging systems. Many social media sharing websites encourage their users to create virtual social networks, which acts as a medium for the exchange of data and further boosts media sharing. Exploiting the social graph, Konstas et al. [2009] develop a collaborative track recommendation system that adapts to the personal information needs of each user by taking into account both the social annotation and links in the social graph established
among users, items and tags. Golder and Huberman [2006] analyze popularly annotated links in Del.icio.us for understanding usage patterns of a social annotation system and find that usually after nearly the first one hundred bookmarks, the frequency of a tag saturates to a fixed proportion of the total number of tags. Halpin et al. [2007] investigate the stability of tags and show that it follows a stable power law distribution. Hsu and Chen [2008] propose a tag normalization algorithm to unify the users’ annotations and predict the stabilized tag set when only a small amount of early user annotations are available.

Note that all the aforementioned approaches are confined to the noisy tags within the primary data set of interest. Often, the quality of user-contributed tags is so poor that none of these methods work well and an alternative method must be sought to improve performance of retrieval and mining tasks. One such alternative is to use auxiliary sources of information, resonating with the call in Kankanhalli and Rui [2008], which emphasizes the importance of the use of auxiliary source in the form of web-data and propose that the judicious use of such easily available data can substantially improve precision and recall. They also emphasize the need to formalize the notion of auxiliary sources of information in a rigorous framework. Theoretical justification for the use of side information is discussed in Chechik and Tishby [2003]. A successful example was shown in Raina et al. [2007] but the unlabeled data from auxiliary sources was used for a supervised task instead of unsupervised task. Another motivation is that when the target data set is noisy, the use of auxiliary data which is less noisy may help [Crammer et al., 2006]. There exist many tagged data sets which are suitable for the purpose of enhancing performance of social media retrieval from a primary data set, and are readily available. For example, LabelMe [Russell et al., 2008] and Caltech-101 [Fei-Fei et al., 2006] are often used for evaluating and benchmarking object detection and classification techniques. In these data sets, users follow certain guidelines and/or a controlled vocabulary to construct ground-truth labels or tags, making them ideal auxiliary sources of information.

The use of auxiliary information can be perceived as an application of unsupervised transfer learning. In particular, the knowledge from other related auxiliary sources can be transferred to improve performance. However, this should be carried out under general settings without needing the correspondences among the target and the auxiliary sources. Developing such frameworks would help transfer knowledge from one domain to another of different quality. For example, the specific task we discuss above can be perceived as transferring the view of LabelMe images provided by its folksonomy–static, visual objects, typified by nouns–to the Flickr images; But it might be just as desirable to transfer learning from an event or action-oriented folksonomy, typified by verbs, onto the LabelMe data.

\(^2\)For example, a comparative analysis of the LabelMe and Flickr data sets reveals the Flickr tags to contain five times more function words (which exist only for grammatical purposes, and do not correspond directly to visual existents within an image) than LabelMe, and also contains less nouns.
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set. The Web continues to spawn new and specialized folksonomies, and the ability to cross-leverage these otherwise fragmented resources is desirable.

2.6.1 Vector Space Model and Social Media Retrieval

Vector space model [Raghavan and Wong, 1986, Manning and Schütze, 1999] is one of the earliest approaches taken toward information retrieval. In this model, a document is represented by a vector with the dimensionality as the size of the vocabulary. Given the vector space representation, the similarity between two documents can be computed using any standard metric in Euclidean space. However, a similarity which is the most widely used is cosine similarity.

Given a document $D$, its vector space representation $d$ is constructed by setting the $i$-th element, i.e. $d_i$ to the frequency of $i$-th vocabulary word in the document $D$. Similarly, given a set of query keywords $S_q$, a query vector $q$ is constructed in vector space by setting its $i$-th element to the frequency of $i$-th vocabulary word in the document $S_q$. Relevance of the document $D$ with respect to the set of query keywords $S_q$ is determined using the similarity function such as

$$\text{Relevance}(S_q, D) = \frac{q^T d}{\|q\|_2 \|d\|_2}$$

(2.30)

Note that cosine similarity is often used when the magnitude of vectors is not an important factor while considering similarity. It is appropriate for text based retrieval because two documents may be very similar due to the use of common words, irrespective of their document lengths. Generally, the set of query keywords has few words while the documents to be retrieved are much longer in length.

The above model can be directly used for tag based social media retrieval by treating the list of tags as a document. However, because of the above-discussed noisy, subjective and incomplete nature of the tags, performance of vector space model is poor and unsatisfactory. Use of subspace learning can deal with these issues up to some extent. By capturing co-occurrences through latent basis vectors, the problem of subjectivity can be addressed similar to the 'polysemy' problem in text mining. The incomplete nature of the tags can be dealt with using the framework of probabilistic subspace learning that handle the uncertainties of data effectively. Additional improvement in the performance of social media mining tasks can be obtained by the use of auxiliary sources using the framework of unsupervised transfer learning.

2.6.2 Cross-Media Retrieval

Often, social media users are interested in searching and organizing different media genres simultaneously. When asked to aggregate information related to some event, one usually
wants to look on more than a single source to get relatively better and more complete information. Despite a great deal of research work dedicated to the exploration of content-based information retrieval, the performance is not satisfactory due to the semantic gap. The problem is aggravated further when the items across multiple heterogeneous media need to be searched. Previous approaches to content-based cross-media retrieval [Yang et al., 2009, Yi et al., 2008, Zhuang et al., 2008] use the concept of a Multimedia Document (MMD), which is a set of co-occurring multimedia objects that are of different modalities but carry the same semantics. The two multimedia objects can be regarded as context for each other if they are in the same MMD, and thus the combination of content and context is likely to enable multimedia retrieval methods to overcome the semantic gap, as the system acquires richer representations from co-occurring multi-modal items. However, this line of research crucially depends on a set of co-occurring multimedia objects to define the MMDs, which often may not be available. For example, many YouTube videos occur alone on a web page without the context of photos or weblogs and therefore contextual relations are not available for MMD-based methods.

The above problem necessitates the development of formal frameworks for modeling multiple heterogeneous sources simultaneously. However, modeling data across multiple heterogeneous and disparate sources is challenging. For example, how do we model text, image and video together? It is clearly understood that at the semantic level, they provide much richer information together. The question is, can we exploit these strengths? One solution is to exploit textual metadata for each data source in the form of tags. These tags are rich metadata sources, freely available across disparate data sources (images, videos, blogs etc.) and at topical or conceptual levels, they are often more meaningful than what current content processing methods extract [Datta et al., 2008].

Although tags provide a unified way to search media items across different media, when used in conjunction with content-based methods, retrieval is limited to the medium for which content is processed. For example, given Oscars related photos, videos and blogs, it is obvious that these media items are semantically related but correlating them using content is not possible due to the semantic gap. Therefore, we need a framework modeling multiple folksonomies (providing rich sources of information at semantic level) simultaneously to improve the retrieval within one domain as well as enabling cross-media retrieval across an arbitrary number of media where tags are available. A naive way of doing cross-media retrieval using these textual tags is to use some similarity function akin to text retrieval such as Jaccard coefficient [Tan et al., 2006], cosine similarity or Okapi BM25 [Maron and Kuhns, 1960] for relating items from different media. However, performance of this method is generally poor due to the noisy tags. Subspace learning techniques can help to deal with these noisy tags effectively but these techniques, in their standard form, can not be directly used as they have been developed for modeling data from a single source. This gives rise
to a need for developing subspace learning frameworks, to model multiple media jointly on a common ground provided by textual tags.

2.7 Conclusion

In this chapter, we have discussed the necessary background over which the material of the following chapters would develop. We described the subspace learning techniques such as nonnegative matrix factorization (NMF), factor analysis and briefly touch upon probabilistic extensions. For probabilistic techniques, we discussed many inference techniques such as Metropolis-Hasting sampling, Gibbs sampling along with their collapsed variants. We also discussed the use of auxiliary variables in the sampling techniques. Addressing the problem of model selection, probabilistic techniques use the theory of Bayesian nonparametrics. We briefly covered some of the background on Bayesian nonparametric priors which would be useful for the work done in this thesis. In addition to these background materials, we extensively reviewed the literature in the area of learning from multiple data sources. In this endeavor, we mainly focused on multi-view learning, transfer learning and multi-task learning. We discussed some open problems in these areas and motivated the requirement to develop formal frameworks for unsupervised modeling of multiple data sources. Finally, we discussed some unsupervised applications in social media and motivated the need of joint modeling. In the following chapters, we shall develop a generic framework of shared subspace learning to model multiple related data sources by extending the traditional single source subspace learning techniques.
Chapter 3

S-NMF : Nonnegative Shared Subspace Learning for Two Data Sources

In the previous chapter, we reviewed the works in transfer learning and other related areas and identified open problems. Unsupervised joint modeling of related data sources is one such problem that has been addressed in a limited way, except in the context of multi-view learning and remains open in general settings. Addressing this gap, we present a shared subspace learning framework for jointly modeling two data sources. This framework is useful for transfer learning or multi-task learning applications where the shared subspace is used to transfer knowledge from auxiliary to target domains. A key advantage of the proposed framework is the modeling flexibility to explicitly vary the level of sharing between data sources. Additionally, the proposed framework learns the individual subspaces - crucial for retaining domain specific knowledge.

To learn the shared and individual subspaces, we propose a novel joint matrix factorization extending nonnegative matrix factorization (NMF) [Lee and Seung, 2001]. Nonnegative constraints imposed on the factorization matrices yield the subspace basis vectors that are part-based and provide locally meaningful representation of the data. We provide an efficient algorithm for learning the factorization, analyze the algorithmic complexity, and provide a proof of convergence. The proposed framework is used to improve the performance of tag based social media retrieval on a target data set by exploiting the knowledge present in the tags of another related and less noisy auxiliary data set. The effectiveness of the proposed approach is validated on image and video retrieval tasks in which tags from the LabelMe data set are used to improve image retrieval performance for a Flickr data set and video retrieval performance for a YouTube data set.

This chapter is organized as follows. Section 3.1 presents the Shared NMF (S-NMF)
3.1 Nonnegative Shared Subspace Learning

3.1.1 Problem Formulation

We present a framework that aims to capture both shared and individual basis vectors for two data sources. This leads to a partitioning of the data subspace into two parts. The first one is common to the data sources while the second is specific to a data source. Let us represent the two data sources by matrices $X$ and $Y$ with dimensions $M \times N_1$ and $M \times N_2$ respectively (where $X = [x_1, \ldots, x_{N_1}]$, $Y = [y_1, \ldots, y_{N_2}]$ and $x_i, y_i \in \mathbb{R}^{M \times 1}$) and write the decomposition and partition of the matrices as

$$X \approx [W | U] F H = FH$$

$$Y \approx [W | V] G L = GL$$

where $W$ is a $M \times K$ matrix whose columns span the common or shared subspace; $U$ and $V$ span the remaining individual subspaces and have dimensions $M \times (R_1 - K)$ and $M \times (R_2 - K)$ respectively. $R_1$ and $R_2$ are the dimensionality of low-rank underlying subspaces for $X$ and $Y$; $K$ denotes the number of shared basis vectors. $H$ and $L$ are the encoding matrices and have dimensions $R_1 \times N_1$ and $R_2 \times N_2$ respectively. We define $F$ and $G$ as $F \triangleq [W | U]$ and $G \triangleq [W | V]$. We note that although $X$ and $Y$ have different vocabularies in general, they can be merged to construct a common vocabulary with $M$ words.

We further impose a constraint of nonnegativity to achieve part-based representation. By nonnegativity, we mean that the elements of matrices $W, U, V, H,$ and $L$ are restricted to take only nonnegative values.

3.1.2 Optimization and Algorithm

To learn the required subspaces, we minimize the Frobenius norm of the joint decomposition error in the following manner

$$\min_{W, U, V, H, L \geq 0} \left\{ \frac{\|X - [W | U] H\|^2_F}{\|X\|^2_F} + \frac{\|Y - [W | V] L\|^2_F}{\|Y\|^2_F} \right\}$$

(3.3)
which translates to a constrained optimization problem with the following objective function

\[
\min D(W, U, V, H, L) \triangleq \frac{1}{2} \left\{ \|X - [W \mid U]H\|_F^2 + \lambda \|Y - [W \mid V]L\|_F^2 \right\}
\] (3.4)

subject to \(W, U, V, H, L \geq 0\)

where \(\|\cdot\|_F\) denotes the Frobenius norm and \(\lambda = \frac{\|X\|_F^2}{\|Y\|_F^2}\) is defined as the relative ratio between Frobenius norms of the two data matrices.

Expressing \(D(W, U, V, H, L)\) elementwise, this optimization can be efficiently solved in similar fashion to the original formulation of NMF [Lee and Seung, 2001], yielding the following multiplicative update equations for \(W\)

\[
(W)_{ab} \leftarrow (W)_{ab} \frac{(XH_w^T + \lambda YL_w^T)_{ab}}{(WH_w H_w^T + UH_u H_u^T)_{ab} + \lambda (WL_w L_w^T + VL_v L_v^T)_{ab}}
\] (3.5)

where \(H \triangleq [H_w^T \mid H_u^T]^T\) and \(L \triangleq [L_w^T \mid L_v^T]^T\). Similar multiplicative update equations are obtained for \(U, V, H\) and \(L\) and given by

\[
(H)_{ab} \leftarrow (H)_{ab} \frac{(F^T X)_{ab}}{(F^T FH)_{ab}}
\] (3.6)

\[
(L)_{ab} \leftarrow (L)_{ab} \frac{(G^T Y)_{ab}}{(G^T GL)_{ab}}
\] (3.7)

\[
(U)_{ab} \leftarrow (U)_{ab} \frac{(XH_u^T)_{ab}}{(WH_u H_u^T + UH_u H_u^T)_{ab}}
\] (3.8)

\[
(V)_{ab} \leftarrow (V)_{ab} \frac{(YL_v^T)_{ab}}{(WL_v L_v^T + VL_v L_v^T)_{ab}}
\] (3.9)

The above multiplicative update equations\(^1\) of the proposed joint subspace learning carry an intuition similar to that in NMF: if the perfect factorization is achieved, the multiplicative factors in the update equations reduce to unity. In other words, it can be verified by inspection from the update equations (3.5-3.9) that when the factorization for the two data sets \(X\) and \(Y\) in (3.1) and (3.2) are exact, then the multiplicatives on the RHS become unity, as expected at convergence. A pseudo code for the proposed nonnegative joint subspace factorization is shown in Algorithm 3.1.

We note two special cases from our joint factorization framework. When there is no sharing (i.e., \(K = 0\) or \(W\) does not exist, and hence no common basis vectors between the two subspaces), the update equations for \(U, V, H\) and \(L\) reduce to individual NMF for \(X\) and

\(^1\)Note that in the implementation, a common practice is to add a small number \(\delta\) (we used \(\delta = 10^{-9}\)) in the denominator to avoid division by zero.
Algorithm 3.1 Shared Nonnegative Matrix Factorization (S-NMF).

1: **Input:** Data matrices $X$, $Y$, Parameters $R_1$, $R_2$, $K$ and a threshold $\epsilon$.
2: let $\lambda = \frac{\|X\|_F^2}{\|Y\|_F^2}$.
3: initialize $W_0, U_0, V_0, H_0, L_0$ randomly.
4: set $r = 1$.
5: **while** $(r < \text{MaxNumIters})$ or $(C < \epsilon)$ **do**
6: update $W_r, U_r, V_r, H_r, L_r$ according to Eqs (3.5)–(3.9)
7: normalize each column of $W_r$, $U_r$ and $V_r$ to 1.
8: let $X_r = [W_r | U_r]H_r$ and $Y_r = [W_r | V_r]L_r$
9: compute error $C = \|X - X_r\|_F^2 + \lambda \|Y - Y_r\|_F^2$
10: $r = r + 1$
11: **end while**

$Y$ described in Lee and Seung [2001]. Similarly, when we force a single shared subspace for the two datasets, i.e., $\dim(U) = 0$ and $\dim(V) = 0$, the update equations reduce to the “fully shared” formulation recently studied in Wu et al. [2008].

### 3.1.3 Convergence Analysis and Multiplicative Updates

To prove the convergence of above multiplicative updates, we need to extend the proof of convergence of NMF to our case. The proof of convergence makes use of an auxiliary upper bound function akin to the auxiliary lower bound used in the EM-algorithm [Dempster et al., 1977]. The main objective function is indirectly minimized by iteratively finding a solution that minimizes the auxiliary function. Let $x_i, y_i, w_i, u_i$ and $v_i$ denote the $i$-th row of matrices $X, Y, W, U$ and $V$ respectively.

**Definition.** [Lee and Seung, 2001] Let $D(w)$ denote the cost function defined in Eq (3.4) for $w$ (a row of $W$) when all other rows of matrix $W$ and matrices $U, V, H$ and $L$ are held fixed. $G(w, w')$ is defined as an upper bound function for $D(w)$ if $G(w, w') \geq D(w)$ and equality is satisfied iff $w = w'$.

Note that minimizing the upper bound function $G$ at every update of $w$ leads to non-increasing function $D$ on every update. In other words, if $w^{t+1} = \text{argmin}_w G(w, w^t)$, then

$$D(w^{t+1}) \leq G(w^{t+1}, w^t) \leq G(w^t, w^t) = D(w^t)$$

Also note that when $D(w^{t+1}) = D(w^t)$, it implies that $w^t$ is a local minimum of $G(w, w')$ and if derivatives of $D$ exist and are continuous in a small neighborhood $\|w^t - \delta w\| < \epsilon_0$, this also implies that $\nabla_w D(w^t) = 0$. 

Lemma 3.1. If $K(w_i)$ is the diagonal matrix with its $(a,b)$-th element given by

$$K_{ab}(w_i) = 1_{a,b} \frac{(H_w H^T_w w_i + H_u H^T_u u_i)_a + \lambda (L_w L^T_u w_i + L_w L^T_u v_i)_a}{(w_i)_a}$$

then $G(w_i, w_i^t)$ is an auxiliary function for $D(w_i)$ where

$$G(w_i, w_i^t) = D(w_i^t) + (w_i - w_i^t)^T \nabla_w D(w_i) + \frac{1}{2} (w_i - w_i^t)^T \nabla^2 D(w_i)(w_i - w_i^t)$$

and $H \triangleq [H_w^T | H_u^T]^T$, $L \triangleq [L_w^T | L_u^T]^T$. $1_{a,b}$ denotes the identity function, i.e., equal 1 if $a = b$ and 0 otherwise.

**Proof.** For $G(w_i, w_i^t)$ to be an auxiliary function for $D(w_i)$, we need to show that $G(w_i, w_i^t) \geq D(w_i)$ for all $w_i^t \neq w_i$. The Taylor series expansion of $D(w_i)$ around $w_i^t$ can be written as the following

$$D(w_i) = D(w_i^t) + (w_i - w_i^t)^T \nabla_w D(w_i) + \frac{1}{2} (w_i - w_i^t)^T \nabla^2 D(w_i)(w_i - w_i^t) \quad (3.10)$$

The first and second derivatives of $D(w_i)$ can be written as

$$\nabla_w D(w_i) = -H_w x_i + H_w H^T_w w_i + H_w H^T_u u_i + \lambda \left(-L_w y_i + L_w L^T_u w_i + L_w L^T_u v_i\right) \quad (3.11)$$

$$\nabla^2_w D(w_i) = H_w H^T_w + \lambda L_w L^T_w \quad (3.12)$$

Comparing $D(w_i)$ with $G(w_i, w_i^t)$, it can be seen that we need to prove the following inequality

$$(w_i - w_i^t)^T \left(K(w) - H_w H^T_w - \lambda L_w L^T_w\right)(w_i - w_i^t) \geq 0 \quad (3.13)$$

which turns out to be the positive semi-definite property of the matrix $K(w) - H_w H^T_w - \lambda L_w L^T_w$. To prove this, consider the matrix with elements

$$M_{ab}(w^t) = (w_i^t)_a \left(K(w^t) - H_w H^T_w - \lambda L_w L^T_w\right)_{ab}(w_i^t)_b$$

which is essentially a rescaling of the elements of matrix $K(w) - H_w H^T_w - \lambda L_w L^T_w$, and thus does not affect the positive definiteness. Equivalently, we need to prove $\nu^T M \nu \geq 0, \forall \nu$. By explicitly expressing $\nu^T M \nu$, we can show that it is a sum of nonnegative terms and thus greater than zero. Formally,
Theorem 3.1. The optimization function $D(W, U, V, H, L)$ is non-increasing under the multiplicative updates of Eq (3.5).

Proof. Keeping all other variables fixed, the auxiliary function $G(w_i, w_i^t)$ indirectly minimizes the cost function $D(w_i)$. The gradient descent update of $w_i$ can be written as

$$w_i^{t+1} = w_i^t - \eta (w_i^t) \nabla_{w_i} D(w_i^t)$$

where $\eta (w_i^t)$ is the gradient descent step size. Using the first derivative of $G(w_i, w_i^t)$ in the gradient descent update rule, we obtain $\eta _{w_i} = K^{-1} (w_i^t)$ where $K (w_i^t)$ is defined in Lemma 3.1. Using this step size, the above update equation can be written as

$$w_i \leftarrow w_i - K^{-1} (w_i) \nabla_{w_i} D(w_i)$$

where we have dropped the iteration superscript for notational clarity. After substituting for $\nabla_{w_i} D(w_i)$ from Eq. (3.11), we get the following element-wise update for $w_i$

$$(w_i)^a \leftarrow (w_i)^a - \left( (H_w^T w_i + H_w^T w_i) + \lambda (L_w^T L_w + L_w^T L_w) \right) \times \left[ \left( -x_i^T H_w^T + w_i^T H_w^T + v_i^T H_v^T \right)^a + \lambda \left( -y_i^T L_w^T + w_i^T L_w^T + v_i^T L_v^T \right) \right]$$

Using matrix notation, the above expression can be written as the following

$$(W)_{ab} \leftarrow (W)_{ab} \frac{(XH_w^T + \lambda YL_w^T)_{ab}}{(WH_w^T + UH_w^T + \lambda (WL_w^T + VL_v^T)_{ab})}$$

which is the multiplicative update of Eq (3.5).
3.1. Nonnegative Shared Subspace Learning

Lemma 3.2. If \( K(u_i) \) is the diagonal matrix with its \((a, b)\)-th element given by

\[
K_{ab}(u_i) = 1_{a,b} \frac{(H_uH^T_wu_i + H_uH^T_uu_i)_a}{(u_i)_a}
\]

then \( G(u_i, u'_i) \) is an auxiliary function for \( D(u_i) \) where

\[
G(u_i, u'_i) = D(u'_i) + (u_i - u'_i)^T \nabla_{u_i} D(u'_i) + \frac{1}{2} (u_i - u'_i)^T K(u'_i) (u_i - u'_i)
\]

Proof. Proof is similar to that of Lemma 3.1. \( \square \)

Theorem 3.2. The optimization function \( D(W, U, V, H, L) \) is non-increasing under the multiplicative updates of Eq (3.8).

Proof. The first and second derivatives of \( D(u_i) \) are given by

\[
\nabla_{u_i} D(u_i) = -H_u x_i + H_uH^T_wu_i + H_uH^T_uu_i
\]

\[
\nabla^2_{u_i} D(u) = H_uH^T_u
\]

Taking \( K(u'_i) \) as defined in Lemma 3.2 and using the gradient descent step size \( \eta_{u_i} = K^{-1}(u'_i) \) (as obtained from the first derivative of \( G(u_i, u'_i) \)), we get the following element-wise update for \( u_i \)

\[
(u_i)_a \leftarrow (u_i)_a - \left( -H_u x_i + H_uH^T_wu_i + H_uH^T_uu_i \right)_a \times \frac{(u'_i)_a}{(H_uH^T_wu_i + H_uH^T_uu'_i)_a}
\]

Using matrix notation, the above expression can be written as

\[
(U)_{ab} \leftarrow (U)_{ab} \frac{(XH^T_u)_{ab}}{(WH_uH^T_u + UH_uH^T_u)_{ab}}
\]

which is the multiplicative update of Eq (3.8). \( \square \)

The multiplicative update expression for \( V \) and the convergence result in this case can be derived by symmetry between \( U \) and \( V \). The updates and the convergence analysis for \( H \) and \( L \) are identical to the basic NMF updates since the modeling changes in S-NMF do not affect these matrices.
3.1.4 Complexity Analysis and Subspace Dimensionality

For complexity analysis, we compare the computational cost of the basic NMF algorithm in Lee and Seung [2001] and our proposed S-NMF. For an $M \times N_1$ matrix $X$ and an $M \times N_2$ matrix $Y$, assuming that $K$ basis vectors are shared and that the latent space dimensionalities for decomposition of $X$ and $Y$ are $R_1$ and $R_2$ respectively, the computational complexity for the S-NMF per iteration is $O(\max\{MN_1R_1, MN_2R_2\})$. The basic NMF algorithm applied for $X$ and $Y$ separately will have complexity of $O(MN_1R_1)$ and $O(MN_2R_2)$ respectively. This shows that computational complexity of S-NMF remains the same as that of the basic NMF.

As far as the shared subspace dimensionality ($K$) is concerned, there is no method to determine its exact value. However, empirical ‘rule of thumb’ methods have been used with success. In our case, the value of $K$ is bounded between 0 and $\min(R_1, R_2)$, i.e. ranges from no sharing to full sharing. Its optimal value depends on the nature of the target and auxiliary data. Intuitively, $K$ increases with the level of sharing between the two data sources. For a rough estimate on $K$, we find the number of the common features (tags in our case) between the two data sets, say $M_{xy}$, then the rule of thumb is to use $K = \sqrt{M_{xy}/2}$ as suggested in Mardia et al. [1979].

3.2 Improving Social Media Retrieval with Auxiliary Sources

For social media retrieval, our key intuition is that tag ambiguities in a target domain are partially resolved by jointly modeling the tags of both the target and the auxiliary data. This is because any two data sources that share underlying structures when analyzed together, often provide richer information and thus have the potential to disambiguate the context for each other. S-NMF exploits this aspect by joint modeling and is able to learn the shared structures of the two data sources. Continuing on from the S-NMF framework described in the previous section, we use matrix $X$ to denote $tf$-$idf$ weighted [Salton and Buckley, 1988] tag-item matrix (akin to the term-document matrices where the tag list of each media item is considered as a document) from the target data source and matrix $Y$ to denote the similar counterpart from the auxiliary source. Using S-NMF framework, we learn common subspace (spanned by matrix $W$), individual subspaces (spanned by matrices $U$ and $V$) and the matrices $H$ and $L$ which contain the representations of the data $X$ and $Y$ in the learnt subspaces as expressed in Eqs (3.1-3.2).

Given a set of query keywords $S_Q$, we construct a query vector $q_x$ by setting its elements to the $tf$-$idf$ values at each index if the vocabulary contains a word from the keywords set $S_Q$, otherwise setting them to zero. Next, we project the vector $q_x$ onto the subspace (refer steps 4-6 in Algorithm 3.2) spanned by matrix $[W | U]$ to find its subspace representation,
Algorithm 3.2 Image/Video Retrieval using S-NMF.

1: **Input**: Given \( W, U, H \) (learnt using Algorithm 3.1), query sentence \( S_Q \), number of images (or videos) to be retrieved \( N \) and image (or video) data set \( I = \{ I_1, I_2, \ldots, I_{N_1} \} \).

2: prepare \( q_x \) using \( tf-idf \) method from \( S_Q \).
3: set \( \delta = 10^{-9}, \epsilon = 10^{-2} \), \( F \triangleq [ W \mid U ] \) and project \( q_x \) onto \( F \) to get \( q_h \) by an initialization then looping as below
4: **while** \( (\| Fq_h - q_x \|_2 \geq \epsilon) \) **do**
5: \( q_h^{r+1} \leftarrow q_h^{r} \odot (F^Tq_x) \odot (F^TFq_h^{r} + \delta) \)
6: **end while**
7: compute cosine similarities \( \text{sim}(q_h, h_i) \) between query sentence and each tag document (image or video tags) according to the following
\[
\text{sim}(q_h, h_i) = \frac{q_h^T h_i}{\|q_h\|_2 \|h_i\|_2}
\]
8: sort the cosine similarities \( \text{sim}(q_h, h_i) \) in descending order and get the ranking indices set \( \{s_1, s_2, \ldots, s_{N_1}\} \).
9: **Output**: return the top \( N \) retrieved images (or videos) as \( \{I_{s_k} \mid k = 1, \ldots, N\} \).

denoted by \( q_h \). Now, for retrieval, cosine similarities are computed between the vector \( q_h \) and each column of the matrix \( H \) to find similarly tagged items from the target medium. The retrieval results are obtained by ranking these similarity scores.

More formally, let the image (or video) data set on which retrieval is to be performed, be represented as \( I = \{ I_1, I_2, \ldots, I_{N_1} \} \) and the collection of associated tags as \( T \). We prepare tag-item matrix \( X = [x_1, \ldots, x_{N_1}] \) where \( x_k \) is constructed from the tags of image (or video) \( I_k \). We decompose matrix \( X \) into the matrices \( W, U \) and \( H \) using the S-NMF framework described in section 3.1. Algorithm 3.2 provides pseudo-code for the social image/video retrieval using the proposed shared subspace learning framework where \( \odot \) and \( \oslash \) denote element-wise matrix multiplication and division respectively.

### 3.3 Experiments

#### 3.3.1 Experimental Setup

Our experimental setup utilizes tags from LabelMe (auxiliary) to improve two social web retrieval tasks (target) in two media domains: image (Flickr) and video (YouTube). We denote the target data set from which retrieval is to be performed by \( X \) and the auxiliary
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data source by \( Y \). Following Algorithm 3.1, we learn a shared subspace \( W \) and the two discriminant subspaces \( U \) and \( V \) using the two data sets.

For comparison, we consider two baseline performances corresponding to two existing methods. For the first baseline, Flickr (or YouTube) data alone is used to learn the latent subspace \( U \) using the NMF algorithm described in Lee and Seung [2001]. For the second baseline, we use a recently proposed NMF based social semantic analysis method [Lin et al., 2009]. This method forces the whole latent subspace to be shared between the two data sets, i.e., \( U \) and \( V \) vanishes. We call these two baselines BaselineI and BaselineII respectively. Both these baselines are extreme cases – the former baseline has no provision of sharing with auxiliary data and thus unable to exploit external knowledge, while the later does not allow to maintain individual aspects, crucial for data faithfulness. This is where the attractiveness of our framework lies: it provides a freedom to exploit as much sharing information as required, but at the same time, allows to retain the individual differences of each domain. Our experiments are designed to evaluate this point for retrieval applications.

We evaluate the proposed S-NMF framework against the abovementioned baseline methods in regard to the two aspects (1) the effect of different levels of sharing on the retrieval performance and (2) improvement in performance when the auxiliary source is used under S-NMF framework compared to the use of additional data from within the same source.

Data Collection and Groundtruth

Since there is no standard groundtruth data available to evaluate the proposed tasks, we construct a subset of images/videos crawled from Flickr, YouTube and LabelMe and manually evaluate the retrieval results. To obtain the data, we design a set of concepts varying from indoor (e.g., ‘chair’, ‘computer’, ‘cup’, ‘door’, ‘desk’, ‘microwave’) to outdoor (e.g., ‘beach’, ‘boat’, ‘building’, ‘plane’, ‘ship’, ‘sky’, ‘tree’) and generic (‘book’, ‘car’, ‘pen’, ‘person’, ‘phone’, ‘picture’, ‘window’).

Flickr Data Set  We download 50000 images from Flickr website using its API service\(^2\). On average, the number of distinct tags per image is 8. We remove the rare tags (appearing less than 5 times in the entire corpus), images with no tags and the images having non-English tags. After cleaning, we obtain around 20,000 tagged images. From this data set, we keep aside 7000 examples, which we use later as an auxiliary data set (termed as “internal” auxiliary data).

\(^2\)Accessed between July 2009 to Dec 2009 from the website http://www.flickr.com/services/api/
Table 3.1: Jensen-Shannon divergence between the tag distributions of different data set pairs. For example, “LabelMe-LabelMe” means two different subsets of LabelMe data.

<table>
<thead>
<tr>
<th>Data Set Pairs</th>
<th>Jensen-Shannon Divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>LabelMe-Flickr</td>
<td>0.5237</td>
</tr>
<tr>
<td>LabelMe-YouTube</td>
<td>0.5603</td>
</tr>
<tr>
<td>LabelMe-LabelMe</td>
<td>0.0758</td>
</tr>
<tr>
<td>YouTube-YouTube</td>
<td>0.1985</td>
</tr>
<tr>
<td>Flickr-Flickr</td>
<td>0.4511</td>
</tr>
</tbody>
</table>

**YouTube Data Set**  We download 18000 videos’ metadata (including tags, URL, category, title, comments etc) using YouTube API service\(^3\). On average, YouTube folksonomy has 7 distinct tags per video. As above, we remove the rare tags (appearing less than 2 times in the entire corpus), videos with no tags and non-English tags. After the cleaning, we obtain a data set having tag-list of around 12000 videos. Again, we keep aside 7000 examples to be used as an auxiliary data set (termed as “internal” auxiliary data).

**LabelMe Data Set**  Further we add around 7000 images with their tags from LabelMe. This is a relatively less noisy data set with respect to the tag accuracy. On average, there are 32 distinct tags per image. We remove the rare tags appearing less than 2 times in the entire data corpus. This process does not reduce the size of data set.

To get an estimate of how much sharing some of these target-auxiliary data sets have in terms of their tags, Table 3.1 provides the Jensen-Shannon divergence [Lin, 1991] between their tag distributions.

### 3.3.2 Evaluation Measures

For the purpose of evaluation, we define a query set \( Q = \{ \text{‘cloud’, ‘man’, ‘street’, ‘water’, ‘road’, ‘leg’, ‘table’, ‘plant’, ‘girl’, ‘drawer’, ‘lamp’, ‘bed’, ‘cable’, ‘bus’, ‘pole’, ‘laptop’, ‘plate’, ‘kitchen’, ‘river’, ‘pool’, ‘flower’} \} \). For the purpose of evaluation, we construct the ground truth by manually annotating each example in the two data sets (Flickr and YouTube) with respect to the query set \( Q \). For annotation, we consider a query term and an image (or video) relevant if the concept is clearly visible in the image (or video).

To evaluate the overall retrieval performance, we use the popular 11-point average precision-recall curve [Baeza-Yates and Ribeiro-Neto, 1999, Manning et al., 2008]. For this evaluation

\(^3\)Accessed between Oct 2009 to Dec 2009. API details can be found at the website [http://code.google.com/apis/youtube/overview.html](http://code.google.com/apis/youtube/overview.html)
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3.3.3 Flickr Image Retrieval Results

To compare the retrieval performance at different levels of sharing $K$, we consider the popular precision-at-fixed-recall metric in information retrieval. We fix the recall at 0.1, which is adequate, since users are mostly interested in only the first few results. For the subspace learning, we set $R_1 = 60$ and $R_2 = 40$ respectively, interpreted as the latent dimensionalities in the data. Figure 3.1 shows the average precision (averaged over the query set $Q$) with respect to increasing values of the shared subspace dimensionality $K$.

---

In this curve $N$ represents the number of top retrieved images with which we compute the precision. For example $P@20$ is the retrieval precision when considering only the first 20 images retrieved.

---

Figure 3.1: Retrieval performance with respect to shared subspace dimensionality for Flickr and YouTube.

measure, recall is fixed at 11 uniformly spaced values between 0 and 1, i.e. recall values $0, 0.1, \ldots, 1$. For each query, the precision is computed at the 11 recall values giving rise to a 11-point precision-recall curve for each query. The 11-point precision-recall curves are averaged over all queries to obtain the 11-point average precision-recall curve.

For the web retrieval task, typically web users would like every item (images or videos) to be highly relevant with respect to the query in the first few retrieved results. Therefore, we also report our results in terms of the precision-scope ($P@N$) curve\(^4\) to demonstrate the ranking capability of our proposed method. By looking at the retrieval results at various scope levels, it is easier to appreciate the ranking performance of a method as precision-scope measure is calculated for only top $N$ retrieved items.

---

\(^4\)In this curve $N$ represents the number of top retrieved images with which we compute the precision. For example $P@20$ is the retrieval precision when considering only the first 20 images retrieved.
As can be seen, the average precision follows an interesting bell-shape curve when $K$ increases, suggesting that there is an optimal level of sharing that achieves the best level of transfer from one data source to another. It also indicates that the two baselines – with no or total sharing – are highly non-optimal approaches. On average, across the query set $Q$, $K = 15$ results in 58% precision and is the optimal level of sharing for our data set. This contrasts with 50% ($K = 0$, BaselineI) and 46% ($K = 40$, BaselineII) and thus our method delivers around 10% improvement.

The above results can be explained in the following manner; when $K$ is much smaller than 15, the Flickr subspace shares very few basis vectors with LabelMe data set and therefore does not benefit fully by its accurately tagged nature – this is caused by an under-representation of sharing between the two data sets. On the other hand, when $K$ becomes much larger than 15, it forces many basis vectors in the learnt subspace to represent both the data sets which can be difficult and therefore, the approximation in S-NMF factorization becomes poor – and this is caused by an over-representation of sharing between the two data sets. Neither extreme is desirable. The optimal sharing $K = 15$ in our framework represents a case in which an appropriate level of sharing for the two data sets is used. To further highlight this effect, the retrieval performance in terms of average precision for different values of shared subspace dimensionality $K$ is plotted in Figure 3.1 where one can observe the bell-shape behaviors. We also note the correlation between the number of common basis vectors with the Jensen-Shannon divergence values of Table 3.1.

To demonstrate the ranking capabilities of the S-NMF based retrieval, we compute the precision at various scope levels. Figure 3.2a depicts the retrieval performance in terms of precision-scope ($P@N$) and MAP metrics and it is evident from the graph that S-NMF with $K = 15$ achieves much better performance than both BaselineI and BaselineII.

**Precision-Recall Curve**

To examine the retrieval performance at different recall levels, we present the standard 11-point average precision-recall curve for $K = 15$. To compare the performance against the two baselines, we also present these curves for BaselineI and BaselineII. Figure 3.2b depicts these precision-recall curves and shows that across all recall values, the S-NMF framework consistently outperforms the two baseline methods.

### 3.3.4 YouTube Video Retrieval Results

To demonstrate the flexibility of our proposed framework, we conduct YouTube experiments in the same way as for the Flickr data set. Again we fix the recall at 0.1 (due to
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Figure 3.2: Flickr image retrieval results (a) precision-scope and MAP plots for BaselineI \((K = 0)\), optimally shared subspace \((K = 15)\) and BaselineII \((K = 40)\) (b) 11-point interpolated precision-recall curve for BaselineI \((K = 0)\), optimally shared subspace \((K = 15)\) and BaselineII \((K = 40)\) (c) comparison with case when auxiliary data is chosen from within Flickr domain instead of LabelMe.

users’ interest in only first few results) and generate results at various levels of subspace sharing by varying \(K\). This time the latent dimensionality for YouTube \((R_1)\) was set to be 30 and that of LabelMe \((R_2)\) was set to be 40 as before. Figure 3.1 shows the average precision (averaged over the query set \(Q\)) with respect to increasing values of the shared subspace dimensionality \((K)\).

Similar to the Flickr case, the average precision follows a curve indicating an optimal level of sharing corresponding to \(K = 8\). Using this optimal level of sharing between YouTube and LabelMe, we achieve improvements in precision performance by around 10% compared to BaselineI and by around 12% compared to BaselineII. This follows the under-representation and over-representation observations made for the Flickr case.

To demonstrate the ranking capability along with the overall performance, we present the Precision-Scope \((P@N)\) and MAP results in Figure 3.3a. Note that the best performance in terms of both metrics has been achieved at the optimum sharing level \((K = 8)\) and this result is consistently better than the two baselines.

**Precision-Recall Curve**

Similar to the Flickr case, we examine the retrieval performance at different recall levels and present the standard 11-point average precision-recall curve for \(K = 8\), found above to be the optimal sharing level. To compare the performance against the two baselines, we also present these curves for BaselineI and BaselineII. Again, it can be seen from Figure 3.3b that across all recall values, S-NMF consistently outperforms the two baseline methods.
3.4 Discussion

In this chapter, we have presented a novel shared nonnegative matrix factorization (S-NMF) framework and applied it to improve tag-based image (Flickr) and video (YouTube)
retrieval for online social media, leveraging information from an auxiliary source (LabelMe). Apart from inheriting the text analysis benefits of NMF such as the ability to capture tag co-occurrences and part-based decomposition, the key features of our proposed S-NMF is the ability to discover the shared structures between the two data sets and the flexibility in controlling the optimal level of sharing. This flexibility is important in dealing with real-world data sets since forcing the subspaces to be identical or keeping them completely different, as practiced in current existing works, is quite unrealistic. Our experimental results validate our claims, demonstrating an appropriate level of subspace sharing significantly boosts the retrieval performance – an average of over 10% for retrieval precision on the Flickr data set and an average of over 11% for retrieval precision on the YouTube data set when using LabelMe as the auxiliary source. Although applied to image and video retrieval in the social media context, our shared subspace learning framework is generic and can be applied in a wider setting to other machine learning and data mining tasks. 

In the current form, S-NMF uses only one auxiliary source. There could be situations when one needs to use multiple auxiliary sources, e.g. when retrieving Flickr photos generated in response to some real world event, it may be useful to learn patterns from the related weblogs and YouTube videos. The tag metadata from multiple social media sources has strong underlying correlations and should be exploited to improve social media mining tasks. This necessitates the extension of S-NMF to a model that can incorporate multiple auxiliary sources.
Chapter 4

MS-NMF: Nonnegative Shared Subspace Learning for Multiple Data Sources

In the previous chapter, we presented the shared nonnegative matrix factorization (S-NMF) framework by extending NMF for joint modeling of two data sources. If S-NMF is used for joint modeling of more than two data sources, then pairwise analysis needs to be performed. However, there are sharing configurations even for three data sources that are difficult to be modeled appropriately using S-NMF (see Figure 4.1). We note that S-NMF is unable to handle the sharing configuration in Figure 4.1c. Moreover, consider three sources (denote by $D_1$, $D_2$, and $D_3$); jointly modeling $(D_1, D_2, D_3)$ differs from the pairwise modeling $(D_1, D_2)$ or $(D_2, D_3)$. Therefore, S-NMF is limited and unusable for many real-world applications where one needs to include several auxiliary sources to achieve meaningful improvements in performance.

Addressing this limitation, in this chapter, we extend the S-NMF framework to allow modeling of multiple data sources. For learning shared and individual subspaces, we provide an efficient iterative algorithm that has the same order of computational complexity as NMF and S-NMF. Similar to S-NMF, a proof is provided to guarantee the convergence of the iterative algorithm. In addition to the modeling extensions, we empirically show that the use of multiple related auxiliary sources may improve performance. We demonstrate this point through the application of the proposed framework on tag based social media retrieval task by incorporating the knowledge from multiple auxiliary sources. As a second application, using shared subspaces, the proposed model establishes the correspondences amongst data items of multiple sources. This has been used to perform tag based cross-media retrieval. We develop efficient algorithms for both the applications and demonstrate them using the data from three representative social media sources – blogs (Blogspot.com),
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4.1.1 Problem Formulation

In this section, we describe a framework for learning shared and individual subspaces from multiple nonnegative data sources. Let $X_1, \ldots, X_n$ represent the feature matrices constructed from a set of $n$ data sources. For example, in collaborative filtering applications, user-item rating matrices are used where each row corresponds to a user, each column corresponds to an item and the features are ratings assigned by users. Similarly, term-document matrices are used in tag based social media retrieval applications where each row corresponds to a tag, each column corresponds to an item and features are usual tf-idf weights and so on. Given $X_1, \ldots, X_n$, we decompose each data matrix $X_i$ as a product of two matrices $X_i = W_i \cdot H_i$ such that the subspace spanned by the columns of matrix $W_i$ explicitly represents arbitrary sharing among $n$ data sources through shared subspaces and individual data by preserving their individual subspaces. For example, when $n = 2$, we create three subspaces: a shared subspace spanned by matrix $W_{12}$ and two individual

images (Flickr) and videos (YouTube).

This chapter is organized as follows. Section 4.1 presents a multiple shared nonnegative matrix factorization (MS-NMF) framework for extraction of shared and individual subspaces across arbitrary numbers of data sources. To learn the factorization, an efficient algorithm is provided along with its complexity analysis. A proof of convergence is provided in section 4.1.3. Section 4.2 presents algorithms for social media retrieval incorporating multiple auxiliary sources and cross-social media retrieval across multiple sources. Section 4.3 demonstrates the proposed framework for the two applications using three real world social media sources.

Figure 4.1: Some possible sharing configurations for three data sources. An extension of S-NMF is required to model the general sharing configuration in (c).
subspaces spanned by matrices $W_1, W_2$. Formally,

$$X_1 = \begin{bmatrix} H_{1,12} \\ H_{1,1} \end{bmatrix} = W_{12} \cdot H_{1,12} + W_1 \cdot H_{1,1} \quad (4.1)$$

$$X_2 = \begin{bmatrix} H_{2,12} \\ H_{2,2} \end{bmatrix} = W_{12} \cdot H_{2,12} + W_2 \cdot H_{2,2} \quad (4.2)$$

Notationwise, we use **bold capital letters** $W, H$ to denote the decomposition at the data source level and *normal capital letters* $W, H$ to denote the partial subspaces. In the above expressions, the shared basis vectors are contained in $W_{12}$ while individual basis vectors are captured in $W_1$ and $W_2$ respectively, giving rise to the full subspace representation $W_1 = [W_{12} \mid W_1]$ and $W_2 = [W_{12} \mid W_2]$ for the two data sources. However, note that the encoding coefficients of each data source in the shared subspace corresponding to $W_{12}$ are different, and thus, an extra subscript is used to make it explicit as $H_{1,12}$ and $H_{2,12}$.

To generalize these expressions for $n$ data sets in arbitrary configuration, we continue with this example ($n = 2$) and consider the power set over $\{1, 2\}$ given as

$$S(2) = \{\emptyset, \{1\}, \{2\}, \{1, 2\}\}$$

We can use the power set $S(2)$ to create an index set for the subscripts ‘1’, ‘2’ and ‘12’ used in matrices of Eqs (4.1) and (4.2). This helps in writing the factorization conveniently using a summation. We further use $S(2, i)$ to denote the subset of $S(2)$ in which only elements involving $i$ are retained, i.e.

$$S(2, 1) = \{\{1\}, \{1, 2\}\} \text{ and } S(2, 2) = \{\{2\}, \{1, 2\}\}$$

With a slight abuse of notation, we re-write them as $S(2, 1) = \{1, 12\}$ and $S(2, 2) = \{2, 12\}$. Now, using these sets, Eqs (4.1) and (4.2) can be re-written as

$$X_1 = \sum_{v \in \{1,12\}} W_v \cdot H_{1,v} \text{ and } X_2 = \sum_{v \in \{2,12\}} W_v \cdot H_{2,v}$$

Next, we generalize the above example ($n = 2$) for an arbitrary value of $n$. For a set of $n$ data sets having an arbitrary sharing configuration, let $S(n)$ denote the power set of $\{1, 2, \ldots n\}$. For each $i = 1, \ldots, n$, let the index set associated with the $i$-th data source be defined as $S(n, i) = \{v \in S(n) \mid i \in v\}$. Using this notation, our proposed joint matrix factorization for $n$ data sources can then be written as

$$X_i = W_i \cdot H_i = \sum_{v \in S(n, i)} W_v \cdot H_{i,v} \quad (4.3)$$
The above expression is in its most generic form and considers all possible sharing configurations that can occur. In fact, the total number of subspaces equates $2^n - 1$ which is the cardinality of the power set $S(n)$ minus the empty set $\emptyset$. We consider this generic form here. However, our framework is directly applicable where we can customize the index set $S(n,i)$ to tailor any combination of sharing one wishes to model. Figure 4.1 illustrates some possible scenarios when there are three data sources ($n = 3$).

If we explicitly list the elements of $S(n,i)$ as $S(n,i) = \{v_1, v_2, \ldots, v_Z\}$ then $W_i$ and $H_i$ are

$$W_i = [W_{v_1} \mid W_{v_2} \mid \ldots \mid W_{v_Z}], H_i = \begin{bmatrix} H_{i,v_1} \\ \vdots \\ H_{i,v_Z} \end{bmatrix}$$ (4.4)

### 4.1.2 Learning and Optimization

Our goal is to achieve sparse part-based representation of the subspaces and therefore, we impose nonnegative constraints on $\{W_i, H_i\}_{i=1}^n$. We formulate an optimization problem to minimize the Frobenius norm of joint decomposition error. The objective function accumulating normalized decomposition error across all data matrices can be written as

$$J(W, H) = \frac{1}{2} \left\{ \sum_{i=1}^n \lambda_i \|X_i - W_i \cdot H_i\|_F^2 \right\}$$

$$= \frac{1}{2} \left\{ \sum_{i=1}^n \lambda_i \left\| X_i - \sum_{v \in S(n,i)} W_v \cdot H_{i,v} \right\|_F^2 \right\}$$ (4.5)

where $\|\cdot\|_F$ is the Frobenius norm and $\lambda_i \triangleq \|X_i\|_F^{-2}$ is the normalizing factor for data $X_i$. Thus, the final optimization is given as

$$\text{minimize } J(W, H)$$

subject to $W_v, H_{i,v} \geq 0$ for all $1 \leq i \leq n$ and $v \in S(n,i)$ (4.6)

where $J(W, H)$ is defined in Eq (4.5). A few directions can be followed to solve the above constrained optimization problem, e.g. gradient-descent based multiplicative updates [Lee and Seung, 2001] or projected gradient [Lin, 2007]. We found that optimization of $J(W, H)$ using multiplicative updates provides a good trade off between automatically selecting the gradient-descent step size and fast convergence for both synthetic and real data sets, and therefore, will be used here. Expressing the objective function element-wise, we shall show that multiplicative update equations for $W_v$ and $H_{i,v}$ can be formulated efficiently as in the standard NMF [Lee and Seung, 2001]. Since the cost function of Eq (4.5) is non-convex
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jointly for all $W_v$ and $H_{i,v}$, the multiplicative updates lead to a local minima solution. However, unlike NMF, this problem is less ill-posed as the constraint of partitioning the total subspace into common and individual subspaces eliminates some degree of freedom of factorization. The gradient of the cost function in Eq (4.5) w.r.t. $W_v$ is given by

$$
\nabla_{W_v} J(W, H) = \sum_{i \in v} \lambda_i \left[ -X_i H_{i,v}^T + X_i^{(t)} H_{i,v}^T \right]
$$

where $X_i^{(t)}$ is defined as

$$
X_i^{(t)} = \sum_{v \in S(n,i)} W_v \cdot H_{i,v}
$$ (4.7)

Using Gradient-Descent optimization, we update matrix $W_v$ as the following

$$
(W_v)^{t+1}_{lk} \leftarrow (W_v)^t_{lk} + \eta(W_v)^t_{lk} \left( -\nabla_{W_v}^t_{lk} J(W, H) \right)
$$ (4.8)

where $\eta(W_v)^t_{lk}$ is the optimization step-size and given by

$$
\eta(W_v)^t_{lk} = \frac{(W_v)^t_{lk}}{\sum_{i \in v} \lambda_i \left( X_i^{(t)} H_{i,v}^T \right)^t_{lk}}
$$ (4.9)

In the next section, we prove that the updates in Eq (4.8) when combined with step-size of Eq (4.9), converge to a locally optimum solution of the optimization problem given in Eq (4.6). Plugging the value of $\eta(W_v)^t_{lk}$ from Eq (4.9) in Eq (4.8), we obtain the following multiplicative update equation for $W_v$

$$
(W_v)^{t+1}_{lk} \leftarrow (W_v)^t_{lk} \frac{\left( \sum_{i \in v} \lambda_i X_i \cdot H_{i,v}^T \right)_{lk}}{\left( \sum_{i \in v} \lambda_i X_i^{(t)} H_{i,v}^T \right)_{lk}}
$$ (4.10)

Multiplicative updates for $H_{i,v}$ can be obtained similarly and given by

$$
(H_{i,v})^{km}_{lk} \leftarrow (H_{i,v})^{km}_{lk} \frac{(W_v^T \cdot X_i)^{km}_{lk}}{(W_v^T X_i^{(t)})^{km}_{lk}}
$$ (4.11)

As an example, for the case of $n = 2$ data sources mentioned earlier, the update equations for the shared subspace $W_{12}$ (corresponding to $v = \{1, 2\}$) reduce to

$$
(W_{12})^{t+1}_{lk} \leftarrow (W_{12})^{t}_{lk} \frac{(\lambda_1 X_1 \cdot H_{1,12}^T + \lambda_2 X_2 \cdot H_{2,12}^T)_{lk}}{(\lambda_1 X_1^{(t)} \cdot H_{1,12}^T + \lambda_2 X_2^{(t)} \cdot H_{2,12}^T)_{lk}}
$$ (4.12)
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and the update equations for the individual subspaces $W_1$ (when $v = \{1\}$) and $W_2$ (when $v = \{2\}$) become:

\[
(W_1)_{lk} \leftarrow (W_1)_{lk} \frac{(X_{1\cdot} \cdot H_{1\cdot})_{lk}}{(X_{1\cdot}^{(t)} \cdot H_{1\cdot}^{T})_{lk}} (4.13)
\]

\[
(W_2)_{lk} \leftarrow (W_2)_{lk} \frac{(X_{2\cdot} \cdot H_{1\cdot})_{lk}}{(X_{2\cdot}^{(t)} \cdot H_{1\cdot}^{T})_{lk}} (4.14)
\]

We note the intuition carried in these update equations. First, it can be verified by inspection that at the ideal convergence point when $X_i = X_i(t)$, the multiplicative factors (second term on the RHS) in these equations become unity, thus no more updates are necessary. Secondly, updating a particular shared subspace $W_v$ involves only relevant data sources for that share (sum over its index set $i \in v$, cf. Eq 4.10). For example updating $W_{12}$ in Eq (4.12) involves both $X_1$ and $X_2$ but updating $W_1$ in Eq (4.13) involves only $X_1$; the next iteration takes into account the joint decomposition effect and regularizes the parameter via Eq (4.7). From this point onwards, we refer to our framework as Multiple Shared Nonnegative Matrix Factorization (MS-NMF).

4.1.3 Convergence Analysis

In this subsection, we prove that the updates in Eq (4.8) when combined with step-size of Eq (4.9), converge to a locally optimum solution of the optimization problem given in Eq (4.6). Extending the Lemma 3.1 of chapter 3 for multiple source factorization, we prove the result stated in Theorem 4.1.

**Definition 4.1.** The auxiliary function $G((W_v)_p, (W_v)_p^t)$ is defined as an upper bound function for $J((W_v)_p)$ if $G((W_v)_p, (W_v)_p^t) \geq J((W_v)_p)$ and equality is satisfied iff $(W_v)_p = (W_v)_p^t$.

**Theorem 4.1.** If $(W_v)_p$ is $p$-th row of matrix $W_v$, $v \in S(n,i)$ and $C((W_v)_p)$ is the diagonal matrix with its $(l,k)^{th}$ element

\[
C_{lk}((W_v)_p) = 1_{lk} \frac{\left(\sum_{i \in v} \lambda_i H_{i,l} \left(\sum_{u \in S(n,i)} H_{i,u}^T (W_u)_p\right)\right)_l}{(W_v)_p^l}
\]

then $G((W_v)_p, (W_v)_p^t)$ is is an auxiliary function for $J((W_v)_p)$, the cost function defined for $p$-th row of the data where

\[
G((W_v)_p, (W_v)_p^t) = J((W_v)_p^t) + (W_v)_p - (W_v)_p^t \nabla_{(W_v)_p} J((W_v)_p^t)
\]

\[
+ \frac{1}{2} \left((W_v)_p - (W_v)_p^t\right)^T C((W_v)_p) \left((W_v)_p - (W_v)_p^t\right) (4.15)
\]
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Proof. The second derivative of $J\left((W_v)_{p}\right)$, i.e. $\nabla^2_{(W_v)_{p}} J\left((W_v)_{p}\right) = \sum_{i\in v} \lambda_i H_{i,v} H_{i,v}^T$. Comparing the expression of $G\left((W_v)_{p}, (W_v)_{p}^t\right)$ in Eq (4.15) with the Taylor series expansion of $J\left((W_v)_{p}\right)$ at point $(W_v)_{p}^t$, it can be seen that all we need to prove is the following

$\left((W_v)_{p} - (W_v)_{p}^t\right)^T T_{W_v} \left((W_v)_{p}^t - (W_v)_{p}\right) \geq 0$

where $T_{W_v} \triangleq C \left((W_v)_{p}^t\right) - \sum_{i\in v} \lambda_i H_{i,v} H_{i,v}^T$. As in the proof of standard NMF, instead of showing it directly, we show the positive semi-definiteness of matrix $E$ with $(l,k)$-th elements

$$E_{lk} \left((W_v)_{p}^t\right) = (W_v)_{pd} (T_{W_v})_{lk} (W_v)_{pk}$$

where $(W_v)_{pd}$ is the $(p,l)$-th element of matrix $(W_v)_{p}^t$. For positive semi-definiteness of matrix $E$, we have to show that for every nonzero $z$, the value of $z^T M z$ is nonnegative.

$$z^T M z = \sum_{l,k} z_l (W_v)_{pd} (T_{W_v})_{lk} (W_v)_{pk} z_k$$

$$= \sum_{l,k} z_l^2 (W_v)_{pd} \left( \sum_{u \in S(n,v), u \neq v} H_{i,u}^T (W_u)_{p} \right)_l$$

$$+ \lambda \sum_{l,k} (W_v)_{pd} \left( \sum_{i\in v} \lambda_i (H_{i,v} H_{i,v}^T)_{lk} \right) (W_v)_{pk} \frac{(z_l - z_k)^2}{2} \geq 0$$

At the local minimum of $G\left((W_v)_{p}, (W_v)_{p}^t\right)$, comparing $\nabla_{(W_v)_{p}} G\left((W_v)_{p}, (W_v)_{p}^t\right)$ with gradient-descent update of Eq (4.8), we get the step size $\eta_{(W_v)_{lk}}$ as in equation (4.9).

4.1.4 Subspace Dimensionality and Complexity Analysis

Let $M$ be the number of rows for each $X_i$ (although $X_i$'s usually have different vocabularies but they can be merged together to construct a common vocabulary that has $M$ words) and $N_i$ be the number of columns. Then, the dimensions for $W_i$ and $H_i$ are $M \times R_i$ and $R_i \times N_i$ respectively using $R_i$ as reduced dimension. Since each $W_i$ is an augmentation of individual and shared subspace matrices $W_v$, we further use $K_v$ to denote the number of columns in $W_v$. Next, from Eq (6.2), it implies that $\sum_{v \in S(n,i)} K_v = R_i$. The value of $K_v$ depends upon the sharing level among the involved data sources. Similar to S-NMF, we can use a rule of thumb as $K_v \approx \sqrt{M_v/2}$ where $M_v$ is equal to the number of features
common in data configuration specified by $v$. For example, if $v = \{1, 2\}$, $M_v$ is equal to the number of common tags between source-1 and source-2.

Using above notation, the computational complexity of MS-NMF is $O(M \times N_{\text{max}} \times R_{\text{max}})$ per iteration where $N_{\text{max}} = \max_{i \in [1, n]} \{N_i\}$ and $R_{\text{max}} = \max_{i \in [1, n]} \{R_i\}$. The standard NMF algorithm [Lee and Seung, 2001] when applied on each matrix $X_i$ with parameter $R_i$ will have a complexity of $O(M \times N_i \times R_i)$ and total complexity of $O(M \times N_{\text{max}} \times R_{\text{max}})$ per iteration. Therefore, computational complexity of MS-NMF remains equal to that of standard NMF.

### 4.2 Social Media Applications

Focusing on the social media domain, we show the utility of MS-NMF framework through two applications

1. Improving social media retrieval in target medium with the help of multiple related auxiliary social media sources.

2. Retrieving items across multiple social media sources.

The first application has been discussed before in chapter 3 but only one auxiliary source was used. Our key intuition here in using multiple related auxiliary sources is that different sources are rich in different patterns and structures. When jointly analyzed, they provide complementary information and help in boosting retrieval performance by learning improved tag co-occurrences through the shared subspace. Intuitively, improvement is expected when auxiliary sources share underlying structures with the target medium. These auxiliary sources can be readily found from the Web. The second application is “cross-media retrieval and correspondence”, where the shared subspace among multiple media provides a common representation across each medium and enables us to compute cross-media similarity between items of different media.

Social media users assign tags to their content (blog, images and videos) to retrieve them later and share them with other users. Often these user-generated content are associated with real world events, e.g., travel, sports, wedding receptions etc. In such a scenario, when users search for items from one medium, they are also interested in semantically similar items from other media to obtain more information. For example, one might be interested in retrieving ‘olympics’ related blogs, images and videos at the same time (cross-media retrieval). Similarly, given an ‘oscars’ related video, one may be interested in semantically similar blogs, images or any other form of social media (cross-media correspondence).

A naïve method of cross-media retrieval is to match the query keywords with the tag lists of items of different media. Performance of this method is usually poor due to poor semantic
Algorithm 4.1 Social Media Retrieval using MS-NMF.

1: **Input**: target $X_k$, auxiliary $X_j$ ($\forall j \neq k$), query $q$, number of items to be retrieved $N$.

2: learn $X_k = W_k H_k$ using Eqs.(4.10–4.11).

3: set $\epsilon = 10^{-2}$, project $q$ onto $W_k$ to get $h$ by an initialization then looping as below

4: while ($\|W_k h - q\|_2 \geq \epsilon$) do

5:  $(h)_a \leftarrow (h)_a (W^T_k q)_a / (W^T_k W_k h)_a$

6: end while

7: for each media item (indexed by $r$) in $X_k$, with representation $h_r = r$-th column of $H_k$, compute its similarity with query projection $h$ as following

$$\text{sim}(h, h_r) = \frac{h^T h_r}{\|h\|_2 \|h_r\|_2}$$

8: **Output**: return the top $N$ items in decreasing order of similarities.

indexing caused by noisy tags, polysemy and synonymy. Subspace methods such as LSI or NMF, although robust against these problems, do not support cross-media retrieval in their standard form. Interestingly, MS-NMF provides solutions to both the problems. First, being a subspace based method, it is less affected by the problems caused by noisy tags, ‘polysemy’ and ‘synonymy’ and second, it is appropriate for cross-media retrieval as it represents items from each medium in a common subspace enabling to define a similarity for cross-media retrieval. In the following, we detail the use of MS-NMF for these applications.

### 4.2.1 Improving Social Media Retrieval with Auxiliary Sources

Let the target medium for which retrieval is to be performed be $X_k$. Further, let us assume that we have other auxiliary media sources $X_j$, $j \neq k$, which share some underlying structures with the target medium. We use these auxiliary sources to improve the retrieval precision from the target medium. Given a set of query keywords $S_Q$, a vector $q$ of length $M$ (vocabulary size) is constructed by putting $tf-idf$ values at each index where vocabulary contains a word from the keywords set or else putting zero. Algorithm 4.1 provides the details of social media retrieval (incorporating knowledge from multiple auxiliary sources) using MS-NMF.

### 4.2.2 Cross-Media Retrieval and Correspondence

To relate items from medium $i$ and $j$, we use the common subspace spanned by $W_{ij}$. As an example, $W_{12} = [W_{12} | W_{123}]$, $W_{23} = [W_{23} | W_{123}]$ and $W_{13} = [W_{13} | W_{123}]$ for three data
Algorithm 4.2 Cross-Social Media Retrieval using MS-NMF.
1: Input: data $X_1, \ldots, X_n$, query $q$, number of items to be retrieved from medium $i, j$ as $N_i$ and $N_j$.
2: learn $X_i = W_i H_i$ for every $i$ using Eqs.(4.10–4.11).
3: set $\epsilon = 10^{-2}$, project $q$ onto $W_{ij}$ to get $h$ by an initialization then looping as below
4: while $\|W_{ij}h - q\|_2 \geq \epsilon$ do
5:   $(h)_a \leftarrow (h)_a \left( W_{ij}^T q \right)_a / \left( W_{ij}^T W_{ij} h \right)_a$
6: end while
7: for each item (indexed by $r$) in medium $i$ with the representation in shared subspace as $H_{i,ij}(:,r)$, compute its similarity with query projection $h$ as
8:   \[ \text{sim}(h, H_{i,ij}(:,r)) = \frac{h^T H_{i,ij}(:,r)}{\|h\|_2 \|H_{i,ij}(:,r)\|_2} \]
9: Output: return the top $N_i$ and $N_j$ items in decreasing order of similarities from medium $i$ and $j$ respectively.

sources, illustrated in Figure 4.1c. More generally, if $S(n,i,j)$ is the set of all subsets in $S(n)$ involving both $i$ and $j$, i.e. $S(n,i,j) \triangleq \{v \in S(n) | i,j \in v\}$, the common subspace between $i$-th and $j$-th medium $W_{ij}$ is then given by horizontally augmenting all $W_v$ such that $v \in S(n,i,j)$. Similarly, representation of $X_i$ (or $X_j$) in this common subspace, i.e. $H_{i,ij}$ (or $H_{j,ij}$), is given by vertically augmenting all $H_{i,v}$ (or $H_{j,v}$) such that $v \in S(n,i,j)$. For $n = 3$, $H_{1,12}^T = [H_{1,12}^T | H_{1,123}^T]$, $H_{2,12}^T = [H_{2,12}^T | H_{2,123}^T]$ and so on.

Given the set of query keywords $S_Q$, we prepare the query vector $q$ as described in subsection 4.2.1. Given query vector $q$, we wish not only to retrieve relevant items from $i$-th domain, but also from $j$-th domain. In the language of MS-NMF, this is performed by projecting $q$ onto the common subspace matrix $W_{ij}$ to get its representation $h$ in the common subspace. Next, we compute similarity between $h$ and the columns of matrix $H_{i,ij}$ and $H_{j,ij}$ (the representation of media items in the common subspace) to find out similar items from medium $i$ and $j$ respectively and the results are ranked based on these similarity scores either individually or jointly (see Algorithm 4.2).

Cross-media correspondence can be perceived as a special case of cross-media retrieval. To find the correspondences of an item from medium $i$ to items in the medium $j$, we use the tags of the item (from medium $i$) as the set of query keywords $S_Q$ in cross-media retrieval Algorithm 4.2 to get a ranked list of items from medium $j$. 
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Table 4.1: Description of Blogspot, Flickr and YouTube data sets.

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Data Set Size</th>
<th>Concepts Used for Creating Data Set</th>
<th>Avg-Tags/Item (rounded)</th>
</tr>
</thead>
</table>

4.3 Experiments

4.3.1 Data Set

We conduct our experiments on a cross-social media data set consisting of the textual tags of three disparate media genres: text, image and video. To create the data set, three popular social media websites namely, Blogspot\(^1\), Flickr\(^2\) and YouTube\(^3\), were used. To obtain the data, we queried all three websites using common concepts - ‘Academy Awards’, ‘Australian Open’, ‘Olympic Games’, ‘US Election’. To have pairwise sharing in the data, we additionally queried Blogspot and Flickr with concept ‘Christmas’, YouTube and Flickr with concept ‘Terror Attacks’ and Blogspot and YouTube with concept ‘Earthquake’. Lastly, to have some individual data of each medium, we queried Blogspot, Flickr and YouTube with concepts ‘Cricket World Cup’, ‘Holi’ and ‘Global Warming’ respectively. Total number of unique tags (\(M\)) combined from the three data sets were 3740. Further details of the three data sets are provided in Table 4.1.

4.3.2 Parameter Setting

We denote YouTube, Flickr and Blogspot \(tf-idf\) weighted tag-item matrices\(^4\) by \(X_1\), \(X_2\) and \(X_3\) respectively. For learning MS-NMF factorization, recall the notation \(K_e\) which is the dimensionality of the subspace spanned by \(W_e\); following this notation, we use the individual subspace dimensions as \(K_1 = 6, K_2 = 8, K_3 = 8\), pair-wise shared subspace

---

\(^1\)http://www.blogger.com/
\(^2\)http://www.flickr.com/services/api/
\(^3\)http://code.google.com/apis/youtube/overview.html
\(^4\)similar to widely known term-document matrices but generated from the tag-lists
dimension as $K_{12} = 15, K_{23} = 18, K_{13} = 12$ and all sharing subspace dimension as $K_{123} = 25$. To learn these parameters, we first initialize them using the heuristic described in subsection 4.1.4 based on the number of common and individual tags and then do cross-validation based on retrieval precision performance.

4.3.3 Experiment I: Improving Social Media Retrieval using Auxiliary Sources

To demonstrate the usefulness of MS-NMF for social media retrieval application, we carry out our experiments in a transfer learning setting. Focusing on YouTube video retrieval task, we choose YouTube as target data set while Blogspot and Flickr are used as auxiliary data sets. To perform retrieval using MS-NMF, we follow Algorithm 4.1.

Baseline Methods and Evaluation Measures

- The first baseline performs retrieval by matching the query with the tag-lists of videos (using vector-space model) without learning any subspace.

- The second baseline is the retrieval based on standard NMF. The retrieval algorithm using NMF remains similar to the retrieval using MS-NMF as it becomes a special case of MS-NMF when there is no sharing, i.e. $W_1 = W_1, H_1 = H_{1,1}$ and $R_1 = 56$.

- The third baseline is the S-NMF (described in the previous section) which learns shared and individual subspaces but allows only one auxiliary source at a time. Therefore, we use two instances of S-NMF (1) with Blogspot as auxiliary source (2) with Flickr as auxiliary source. Following model selection procedure described for S-NMF, we obtained its best performance with parameters setting: $R_Y = 56, R_F = 65, R_B = 62$ and $K_{YB} = 37, K_{YF} = 40, K_{BF} = 43$ where $R_Y, R_F, R_B$ are total subspace dimensionalities of YouTube, Flickr and Blogspot respectively and $K_{YB}, K_{YF}, K_{BF}$ are the shared subspace dimensionalities.

To compare the above baselines with the proposed MS-NMF, we use precision-scope (P@N), mean average precision (MAP) and 11-point interpolated precision-recall [Baeza-Yates and Ribeiro-Neto, 1999]. The performance of MS-NMF is compared with the baselines by averaging the retrieval results over a query set of 20 concepts given by $Q = \{\text{beach}, \text{america}, \text{bomb}, \text{animal}, \text{bank}, \text{movie}, \text{river}, \text{cable}, \text{climate}, \text{federer}, \text{disaster}, \text{elephant}, \text{europe}, \text{fire}, \text{festival}, \text{ice}, \text{obama}, \text{phone}, \text{santa}, \text{tsunami}\}$. 
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Figure 4.2: YouTube retrieval results with Flickr and Blogspot as auxiliary sources (a) precision-scope and MAP (b) 11-point interpolated precision-recall; for tag-based matching (baseline 1), standard NMF (baseline 2), S-NMF with Blogspot (baseline 3a), S-NMF with Flickr (baseline 3b) and the proposed MS-NMF.

Experimental Results

Figure 4.2 compares the retrieval performance of MS-NMF with the three baselines. It can be seen that MS-NMF outperforms the baselines in terms of all three evaluation criteria. Since the tag based matching method does not learn any subspaces, its performance suffers from the ‘polysemy’ and ‘synonymy’ problems prevalent in tag space. NMF, being a subspace learning method, performs better than tag based method but does not perform better than shared subspace methods (S-NMF and MS-NMF) as it is unable to exploit the knowledge from auxiliary sources. When comparing S-NMF with MS-NMF, we see that MS-NMF clearly outperforms both settings of S-NMF. This is due to the fact that S-NMF can use only one auxiliary source and thus does not exploit the knowledge available across multiple data sources. Although, S-NMF uses one auxiliary source at a time and improves the performance over NMF but the real strength of the three media sources is exploited by MS-NMF which performs the best. Better performance of MS-NMF can be attributed to the shared subspace model finding better term co-occurrences and reducing tag subjectivity by exploiting knowledge across three data sources. Further insight into the improvement is provided through entropy and impurity results given in subsection 4.3.5.

4.3.4 Experiment II: Cross-Media Retrieval and Correspondence

For cross-media retrieval experiments, we use the same data set as used in our first experiment but choose more appropriate baselines and evaluation measures. Subspace learning using MS-NMF remains the same, as the factorization is carried out on the same data
set using the same parameter setting. We follow Algorithm 4.2 which utilizes MS-NMF framework to return the ranked list of cross-media items.

Baseline Methods and Evaluation Measures

To see the effectiveness of MS-NMF for cross-media retrieval, the first baseline is tag-based matching performed in a typical vector-space model setting. The second baseline is the framework of Lin et al. [2009], which can be adapted to learn a subspace that is fully shared among three media but does not retain any individual subspace. We shall denote this baseline as LIN_ETAL09. We present cross-media results for both pair-wise and across all three media. When presenting pair-wise results, we choose S-NMF (subspace learning remains same as in the first experiment) as a third baseline by applying it on the media pairs.

To evaluate our cross-media algorithm, we use precision-scope (P@N), MAP and 11-point interpolated precision-recall measures. To explicitly state these measures for cross-media retrieval, we define precision and recall in a cross-media scenario. Consider a query term \( q \in Q \), let its ground truth set be \( G_i \) for \( i \)-th medium. If a retrieval method used with query \( q \) results in an answer set \( A_i \) from \( i \)-th medium, the precision and recall measures across \( n \) media are defined as

\[
\text{Precision} = \frac{\sum_{i=1}^{n} |A_i \cap G_i|}{\sum_{i=1}^{n} |A_i|}, \quad \text{Recall} = \frac{\sum_{i=1}^{n} |A_i \cap G_i|}{\sum_{i=1}^{n} |G_i|}
\]

Experimental Results

Cross-media retrieval results across media pairs are shown in Figure 4.3 whereas those from across all three media (Blogs, Flickr and YouTube) are shown in Figure 4.4. To generate the graphs, we average the retrieval results over the same query set \( Q \) as defined for YouTube retrieval task in subsection 4.2.1. It can be seen from Figure 4.3 that MS-NMF significantly outperforms all baselines including S-NMF on cross-media retrieval task for each media-pair. This performance improvement is consistent in terms of all three evaluation measures. Note that, to learn the subspaces, MS-NMF uses all three media whereas S-NMF uses the data only from the media pair being considered. The ability to exploit knowledge from multiple media helps MS-NMF to achieve better performance. When retrieval precision and recall are calculated across all three media domains simultaneously (see Figure 4.4), MS-NMF still performs better than the tag-based matching and LIN_ETAL09. Note that S-NMF is not applicable in this case.

To show the efficacy of the projection of the multiple media tag data sets onto the shared subspace, we compute the similarity matrix across each pair of domains (the third row in Figure 4.3). The three plots show the relation between Blogger vs. Flickr, Blogger vs.
YouTube and Flickr vs. YouTube respectively. For each medium, items are ordered according to the concepts, i.e. the items related to a particular concept are indexed consecutively. It can be seen that relating the items from any two media (cross-media correspondence) through their shared subspace yields good results as inferred by block-diagonal nature of similarity matrices. To generate the similarity plots, we use cosine similarity. The missing diagonal blocks indicate that these concepts are different in the two media sources.

Figure 4.3: *Pairwise* cross-media retrieval and correspondence results: precision-scope, MAP, 11-point interpolated precision-recall and similarity plots of Blogspot-Flickr (first column), Blogspot-YouTube (second column) and Flickr-YouTube (third column). The precision results are shown for tag-based matching (baseline 1), LIN_ETAL09 (baseline 2), S-NMF (baseline 3) and MS-NMF. For similarity plots, ‘red’ color depicts high similarity while ‘blue’ depicts low similarity.
4.3.5 Topical Analysis

To provide further insights into the benefits achieved by MS-NMF, we examine the results at topical level. Every basis vector of the subspace, when normalized to sum to one, defines a distribution over the vocabulary and can be interpreted as a topic. We define a metric for measuring the impurity of a topic as

\[ P(T) = \frac{1}{L(L-1)} \sum_{x,y}^{x \neq y} \text{NGD}(t_x, t_y) \]  

(4.17)

where \( L \) denotes the number of tags in a topic \( T \) for which corresponding basis vector element greater than a threshold\(^5\) and \( \text{NGD}(t_x, t_y) \) is Normalized Google Distance between tags \( t_x \) and \( t_y \) [Calibrasi et al., 2007].

![Figure 4.4](image)

(a) precision-scope/MAP  
(b) 11-point precision-recall curve

Figure 4.4: Cross-media retrieval results plotted across all three data sources (Blogspot, Flickr and YouTube) for tag-based matching (baseline 1), LIN_ETAL09 (baseline 2) and proposed MS-NMF.

We compute the entropy and impurity for each topic (normalized subspace basis) and plot their distributions in Figure 4.5 using the box-plots. It can be seen that topics learnt by MS-NMF have, on average, lesser entropy and impurity than their NMF and LIN_ETAL09 counterparts for all three social media sources. Although, LIN_ETAL09 can model multiple data sources, it uses a single subspace to model each source without retaining differences. As a result, the variabilities of the three sources get averaged out, and thereby increase the entropy and impurity of the resulting topics. In contrast, MS-NMF allowing the flexibility of partial sharing, averages the commonalities of the three data sources only up to their true sharing extent and results in purer and compact (less entropy) topics.

\(^5\)fixed at 0.05 for selecting the tags with more than 5% weight in a topic.
4.4 Discussion

We have extended the idea of shared subspace learning to a multiple shared nonnegative matrix factorization (MS-NMF) framework, which can model multiple data sources with arbitrary sharing configurations. We provided an efficient algorithm to learn the joint factorization and proved its convergence. We have shown the application of MS-NMF to two social media problems – tag based social media retrieval (by incorporating the knowledge from multiple auxiliary sources) and cross-media retrieval/correspondence. Our first application demonstrates that MS-NMF can help improving retrieval in YouTube by transferring knowledge from the tags of Flickr and Blogspot. Improving further over S-NMF, it justifies the need for a framework that can simultaneously model multiple data sources with arbitrary sharing. The second application shows the utility of MS-NMF for cross-media retrieval by demonstrating its superiority over existing methods using Blogspot, Flickr and YouTube data sets. Although we applied MS-NMF to the social media retrieval problem,

Figure 4.5: A comparison of MS-NMF with NMF and LIN_ETAL09 in terms of entropy and impurity distributions.

Table 4.2 lists some of the topics discovered by both MS-NMF and NMF and illustrates the improvement due to sharing using the entropy and impurity measures. This accords with our expectation that joint modeling of multiple data sources should reduce the number of bits required for encoding the data compared with independently done. Though not proven theoretically, we expect that our modeling framework shares a close theoretical underpinning with joint coding in information theory, such as the information bottleneck [Tishby et al., 2000].
the proposed MS-NMF model is generic and can also be applied to other data mining tasks requiring transfer learning and/or multi-task learning.

Table 4.2: Entropy/Impurity based comparison between topics discovered by MS-NMF and NMF.

<table>
<thead>
<tr>
<th>Concepts</th>
<th>MS-NMF Topics</th>
<th>NMF Topics</th>
<th>Entropy/Impurity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Warming</td>
<td>globalwarming, carbon, change, inconvenient, co2, green, energy, weather, science, monckton</td>
<td>globalwarming, change, inconvenient, co2, green, climategate, e-mails, hackers, fraud, leaked, shock, skeptics, russian, copenhagen</td>
<td>2.13/0.394</td>
</tr>
<tr>
<td>US elections</td>
<td>election, us, president, politics, vote, obama, 2008, campaign, elections, america, usa, democrat, elect, political, candidate, history, senator, voting, democracy, republican</td>
<td>obama, president, speech, mccain, biography, bush, bloody, oil, michelle, 2008, victory, clinton, democrat, inauguration administration, iran</td>
<td>1.96/0.215</td>
</tr>
<tr>
<td>Olympics</td>
<td>olympic, 2008, beijing, games, olympics, summer, gymnastic, swimming, team, opening, commonwealth, chinese, phelps, vancouver, winter</td>
<td>olympics, beijing, vancouver, winter, 2008, athletes, canada, summer, 2012, lago, cctv, nbc, earning, sailing, nest, white, london, top, media</td>
<td>2.17/0.372</td>
</tr>
</tbody>
</table>

In the current form of S-NMF/MS-NMF, there are no explicit constraints on shared and individual subspaces which ensure that the shared subspaces capture no more than shared aspects and the individual subspaces capture no more than individual aspects. In the absence of such constraints, shared subspace may capture some individual aspects, especially if there are some strong individual topics. As a result, when using this “noisy” shared subspace for knowledge transfer from auxiliary to source domain, negative knowledge transfer may occur [Rosenstein et al., 2005]. However, the explicit use of constraints, ensuring the segregation of shared subspace from individual subspace, can avoid this problem to some
extent. In the next chapter, we extend S-NMF by incorporating these constraints and show that the resulting model outperforms S-NMF on retrieval and clustering tasks using a number of data sets. Additionally, it is shown to be less affected by negative transfer learning.
Chapter 5

RS-NMF : Regularized Nonnegative Shared Subspace Learning

The joint subspace learning approach considered in chapter 3 (or 4) uses shared and individual subspaces for joint modeling of two (or multiple) data sources. However, in this model, there are no explicit constraints on the shared and individual subspaces, which can ensure that shared subspace captures only shared aspects and individual subspaces capture only individual aspects. For real world data sets, without these constraints, the shared subspace may capture some individual aspects of a particular domain. As a result, when using this “noisy” shared subspace to transfer knowledge from auxiliary to target data source, negative transfer knowledge may occur [Rosenstein et al., 2005]. In a similar fashion, individual subspace may capture some of the common aspects and thus loses its discrimination capability.

To overcome these problems, in this chapter, we propose a regularized shared subspace learning framework that imposes a mutual orthogonality constraint on the constituent subspaces, ensuring that the shared subspace captures only shared aspects and the individual subspaces capture only individual aspects. We provide an efficient iterative solution to the constrained optimization problem along with a proof of convergence. In addition, we present a systematic way to learn the parameters of the model using nonnegative matrix factorization and rank criteria. We validate the proposed regularized model on social media retrieval and clustering tasks using a variety of datasets and demonstrate the benefits of the regularization scheme. In particular, we show that the proposed model compared to its unregularized counterpart is less affected by the problem of negative knowledge transfer. For clustering applications, the proposed model outperforms many state-of-the-art techniques.

This chapter is organized as follows. Section 5.1 extends the S-NMF framework (described in the previous chapter) to a new model that can learn regularized subspaces. This model
is referred to as RS-NMF. In addition to formulating joint factorization with additional constraints, this section also presents an iterative solution to the constrained optimization problem. Section 5.2 discusses two real world applications of the proposed RS-NMF along with their algorithms. Section 5.3 describes the experimental results conducted for the two applications and compares them with the state-of-the-art methods along with further analysis and discussion. Section 5.4 provides the details of learning model parameters along with the empirical study of convergence. Section 5.5 extends the RS-NMF framework from two data sources to multiple data sources with arbitrary sharing configuration akin to MS-NMF. Concluding remarks are given in Section 5.6.

### 5.1 Regularized Nonnegative Shared Subspace Learning

In this section, we continue from the joint factorization (considered in Eqs (3.1-3.2)) and the notations used in chapter 3. To address the segregation problems discussed above, we introduce a regularization scheme on the shared and individual subspaces. It ensures that the two individual subspaces (spanned by $U$ and $V$) and the shared subspace (spanned by $W$) capture only their respective basis vectors. With this regularization, the optimization cost function of Eq (3.3) takes the following form

$$\min_{W,U,V,H,L \geq 0} \left\{ \lambda_X \|X - [W \mid U]|H\|_F^2 + \lambda_Y \|Y - [W \mid V]|L\|_F^2 + R(W,U,V) \right\}$$

(5.1)

where $\lambda_X \triangleq \|X\|_F^{-2}$, $\lambda_Y \triangleq \|Y\|_F^{-2}$ and $R(W,U,V)$ is a regularization term used to penalize the “similarity” between subspaces spanned by matrices $W$, $U$ and $V$. In this special case, when $R(W,U,V) = 0$, the model reduces to the S-NMF, discussed in chapter 3.

When seeking shared and individual subspaces that do not capture similar basis vectors (e.g. similar topics in case of text data) and that are complementary to each other, one solution is to constrain them to be mutually orthogonal. Note for example that if the subspaces spanned by matrices $W$, $U$, are mutually orthogonal\footnote{To see this, consider any two vectors $p_i$ and $q_j$ from the subspaces spanned by $W$ and $U$ respectively and note that $p_i = W r_i$ and $q_j = U s_j$. For the two subspaces to be mutually orthogonal, we have $p_i^T q_j = 0 \forall p_i, q_j$ which leads to $r_i^T W^T U s_j = 0$. Since this relation has to hold for every $r_i$ and $s_j$, we have $W^T U = 0$.}, we have $W^T U = 0$.

To impose this constraint, we choose to minimize the sum-of-squares of entries of the matrix $W^T U$, i.e. $\|W^T U\|_F^2$ which uniformly optimizes each entry of $W^T U$. With this choice, the regularization term of Eq (5.1) is given by

$$R(W,U,V) = \alpha \|W^T U\|_F^2 + \beta \|W^T V\|_F^2 + \gamma \|U^T V\|_F^2$$

(5.2)
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where \( \alpha, \beta \) and \( \gamma \) are the regularization parameters.

We note that an alternative formulation could have been based on minimizing the sum of entries\(^2\) in matrix \( W^T U \), i.e. \( 1_w^T W^T U 1_u \) where \( 1_w \) and \( 1_u \) are the vector of ones of appropriate lengths. This will tend to give solutions such that entries of \( W^T U \) are sparse, meaning that most of the entries in \( W^T U \) would be either small or zero but there could be few large entries in \( W^T U \). However, since our goal here is to get a solution such that shared subspace spanned by matrix \( W \) does not capture any basis vector similar to the basis vectors of individual subspaces (spanned by \( U \) or \( V \)), none of the entries in \( W^T U \) or \( W^T V \) are desired to be large\(^3\).

5.1.1 Unified Formulation

Choosing the regularization term \( R(W, U, V) \) as in Eq (5.2) and substituting into Eq (5.1), our final optimization formulation is given as

\[
\Pi : \begin{cases} 
\text{minimize} & \left\{ \lambda_X \| X - [W \mid U] H \|_F^2 + \lambda_Y \| Y - [W \mid V] L \|_F^2 \right\} \\
& + \left\{ \alpha \| W^T U \|_F^2 + \beta \| W^T V \|_F^2 + \gamma \| U^T V \|_F^2 \right\} \\
\text{subject to} & W, U, V, H, L \geq 0
\end{cases}
\]

In the above formulation, there is a trade-off between data fitting and obtaining subspaces that are mutually orthogonal. This trade-off is controlled by the regularization parameters \( \alpha, \beta \) and \( \gamma \). In section 5.4, we study the variation of the cost function with respect to these regularization parameters.

As an alternative to the optimization problem \( \Pi \), one can express the regularization conditions explicitly through a set of constraints as follows

\[
\Pi' : \begin{cases} 
\text{minimize} & \left\{ \lambda_X \| X - [W \mid U] H \|_F^2 + \lambda_Y \| Y - [W \mid V] L \|_F^2 \right\} \\
& \text{subject to} \ W, U, V, H, L \geq 0, \quad \| W^T U \|_F^2 \leq T_\alpha, \\
& \quad \| W^T V \|_F^2 \leq T_\beta, \quad \| U^T V \|_F^2 \leq T_\gamma
\end{cases}
\]

However, it can be verified that, for every solution \( \{W, U, V, H, L\} \) to the optimization problem \( \Pi \) using particular values of parameters \( \alpha, \beta \) and \( \gamma \), there are equivalent parameters \( T_\alpha, T_\beta \) and \( T_\gamma \) in the optimization problem \( \Pi' \) that lead to the same solution.

\(^2\)Note that taking the modulus of the entries of matrix \( W^T U \) is not needed as matrices \( W \) and \( U \) are already constrained to be nonnegative.

\(^3\)Assuming that matrices \( W, U, V \) have their columns normalized to norm one (which is a usually done to reduce the ill-posed nature or non-uniqueness of the problem in NMF based factorizations), in practice, it is considered small enough if \( (W^T U)_{ij} \leq 0.1 \).
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\{W, U, V, H, L\} for \(\Pi'\). Thus, \(\Pi\) and \(\Pi'\) are equivalent and it is sufficient to solve the optimization problem \(\Pi\). From this point onwards, we refer to this regularized extension as RS-NMF.

5.1.2 Optimization and Algorithm

Note that the optimization problem \(\Pi\) is not convex in the combined space of variables \{\(W, U, V, H, L\)\}. However, considering one variable at a time, the cost function turns out to be convex (for details, see Appendix A). For example, given \{\(U, V, H, L\)\}, the cost function is a convex function w.r.t. \(W\). Therefore, although we do not expect to get a global minimum for the above problem, we shall develop an algorithm that is not only simple and efficient but whose convergence can also be guaranteed.

Problem \(\Pi\) is a constrained optimization problem due to the nonnegative constraints on the factorization matrices, and can be solved using the Lagrange multiplier method. Let \(A_{wij}^w\) be the Lagrangian multiplier for constraints \(W_{ij} \geq 0\), i.e. for \((i, j)\)-th element of matrix \(W\) and let \(A_w = [A_{wij}^w]\). Similarly if \(A_u^u, A_v^v, A_h^h, A_l^l\) are the Lagrangian multiplier matrices for nonnegative constraints of matrices \(U, V, H, L\), then the above cost function in an unconstrained form (denoted by \(C\)) can be written as

\[
C = \lambda_X \|X - [W \mid U]H\|_F^2 + \lambda_Y \|Y - [W \mid V]L\|_F^2 + D(W, U, V, H, L) \tag{5.3}
\]

where \(D(W, U, V, H, L)\) is defined as

\[
D(W, U, V, H, L) \triangleq \alpha \|W^TU\|_F^2 + \beta \|W^TV\|_F^2 + \gamma \|U^TV\|_F^2 + \text{Tr}(A^wW^T)
+ \text{Tr}(A^uU^T) + \text{Tr}(A^vV^T) + \text{Tr}(A^hH^T) + \text{Tr}(A^lL^T)
\]

Optimize \(W\) given \{\(U, V, H, L\)\}

The first derivative of the cost function \(C\) with respect to \(W\) is given by

\[
\nabla_W C = 2 \left[ \lambda_X \left( X^{(t)} - X \right) H_{w}^T + \lambda_Y \left( Y^{(t)} - Y \right) L_{w}^T + \left( \alpha UU^T + \beta VV^T \right) W + A^w \right]
\]

where \(X^{(t)} \triangleq [W^{(t)} \mid U^{(t)}]H^{(t)}\) and \(Y^{(t)} \triangleq [W^{(t)} \mid V^{(t)}]L^{(t)}\). Using Karush–Kuhn–Tucker (KKT) conditions \(A_{wij}^w W_{ij} = 0\) with the expression of the gradient \(\nabla_W C\), for any stationary point, we get the following

\[
\left[ \lambda_X \left( X^{(t)} - X \right) H_{w}^T + \lambda_Y \left( Y^{(t)} - Y \right) L_{w}^T + \left( \alpha UU^T + \beta VV^T \right) W \right]_{ij} W_{ij} = 0
\]

which leads to the following update equation
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\[ W_{ij} \leftarrow W_{ij} \frac{[\lambda_X XH_{w}^T + \lambda_Y YL_{w}^T]_{ij}}{[\lambda_X X(t)H_{w}^T + \lambda_Y Y(t)L_{w}^T + (\alpha UU^T + \beta VV^T) W]_{ij}} \] (5.4)

Optimize \( U \) given \( \{W, V, H, L\} \)

The first derivative of the cost function \( C \) with respect to \( U \) is given by

\[ \nabla_U C = 2 \left[ \lambda_X (X(t) - X) H_{w}^T + (\alpha WW^T + \gamma VV^T) U + A^u \right] \]

As above, using KKT conditions \( A_{ij}^u U_{ij} = 0 \) with the expression of the gradient \( \nabla_U C \), for any stationary point, we get the following update equation

\[ U_{ij} \leftarrow U_{ij} \frac{[\lambda_X XH_{w}^T]_{ij}}{[\lambda_X X(t)H_{w}^T + (\alpha WW^T + \gamma VV^T) U]_{ij}} \] (5.5)

Similarly, optimizing for \( V \) given \( \{W, U, H, L\} \), we get the following update equation

\[ V_{ij} \leftarrow V_{ij} \frac{[\lambda_Y YL_{w}^T]_{ij}}{[\lambda_Y Y(t)L_{w}^T + (\beta WW^T + \gamma UU^T) V]_{ij}} \] (5.6)

Update equations for matrices \( H \) and \( L \) given \( \{W, U, V, L\} \) and \( \{W, U, V, H\} \) respectively, are similar to standard NMF and given by

\[ H_{ij} \leftarrow H_{ij} \frac{[F^T X]_{ij}}{[F^T FH]_{ij}}, \quad L_{ij} \leftarrow L_{ij} \frac{[G^T Y]_{ij}}{[G^T GL]_{ij}} \] (5.7)

We note that multiplicative updates given by Eqs (5.4–5.7) are obtained by extending the updates of standard NMF [Lee and Seung, 2001]. There are alternative ways of optimizing the objective function \( \Pi \) such as alternating least squares and the active set method [Kim and Park, 2008] or the projected gradients approach [Lin, 2007], which often have better convergence behavior. Nonetheless, the multiplicative updates derived in this work have reasonably fast convergence behavior as shown empirically in section 5.4.3. Similarly, a good initialization of matrices \( W, U, V, H \) and \( L \) may lead to quicker convergence of the proposed algorithm. Several methods have been proposed for NMF in literature [Wild et al., 2004, Langville et al., 2006, Boutsidis and Gallopoulos, 2008]. However, it is not obvious how to use them for initializing the shared subspace matrix \( W \) and the corresponding coefficient matrices \( H_w \) and \( L_w \). Other matrices such as \( U, V \) also depend on \( W \) given the data. Therefore, we confine ourselves to the random initialization of these matrices.
Algorithm 5.1 Regularized Nonnegative Shared Subspace Learning using RS-NMF.

1: **Input:** Data matrices \( X, Y \), parameter set \( \Psi \), convergence threshold \( \epsilon \) or maximum number of iteration (Maxiter).
2: compute \( \lambda_X \) and \( \lambda_Y \) as \( \lambda_X = \|X\|_F^{-2} \) and \( \lambda_Y = \|Y\|_F^{-2} \).
3: initialize matrices \( W, U, V, H \) and \( L \) with random nonnegative values.
4: \( r = 1 \).
5: while \((r < \text{Maxiter}) \) or \((C > \epsilon)\) do
6: update matrices \( W, U, V, H \) and \( L \) using Eqs (5.4–5.7).
7: normalize each column of matrices \( W, U \) and \( V \) to norm one.
8: compute the cost function \( C \) of optimization problem \( \Pi \).
9: \( r = r + 1 \).
10: end while
11: **Output:** Return subspace matrices \( W, U, V, H \) and \( L \).

For future references, we denote the parameters required for RS-NMF collectively as a set \( \Psi = \{R_1, R_2, K, \alpha, \beta, \gamma\} \). Algorithm 5.1 provides the details of learning the subspace matrices \( W, U, V, H \) and \( L \) given the data matrices \( X \) and \( Y \).

### 5.1.3 Convergence Analysis

In this section, we prove the convergence of multiplicative updates given by Eqs (5.4–5.7) and analyze the computational complexity of Algorithm 5.1. We first prove some intermediate results (stated in Lemmas 5.1-5.4) and use them later to prove the main convergence result (stated in Theorem 5.1). The proof follows similar lines as the convergence proof of Expectation-Maximization (EM) algorithm [Dempster et al., 1977] and NMF [Lee and Seung, 2001] where the desired cost function is minimized indirectly by minimizing an upper bound function to the cost function.

**Definition 5.1.** \( J(w, w') \) is an auxiliary function for \( C(w) \) if \( C(w) \leq J(w, w') \) and equality holds if and only if \( w = w' \).

**Lemma 5.1.** [Lee and Seung, 2001] If \( J \) is an auxiliary function for \( C \), \( C \) is non-increasing under the update

\[
w^{t+1} = \arg \min_w J(w, w^t)
\]

**Proof.** By definition, \( C(w^{t+1}) \leq J(w^{t+1}, w^t) \leq J(w^t, w^t) = C(w^t) \). \( \square \)
Lemma 5.2. If \( C_{ij} \left( W_{ij}^{(t)} \right) \) consists of all the terms of cost function \( C \left( W^{(t)} \right) \) involving \( W_{ij}^{(t)} \) and if \( S_{ij} \left( W^{(t)} \right) = \frac{\left[ \lambda_X X(t)^{ij} H_w^T + \lambda_Y Y(t)^{ij} L_w^T + (\alpha UU^T + \beta VV^T) W^{(t)} \right]_{ij}}{W_{ij}^{(t)}} \) then

\[
J \left( W_{ij}, W_{ij}^{(t)} \right) = C_{ij} \left( W_{ij}^{(t)} \right) + \left( W_{ij} - W_{ij}^{(t)} \right) \nabla C_{ij} \left( W_{ij}^{(t)} \right) + \frac{1}{2} \left( W_{ij} - W_{ij}^{(t)} \right)^2 S_{ij} \left( W^{(t)} \right)
\]

is an auxiliary function for \( C_{ij} \left( W_{ij} \right) \).

Proof. When \( W_{ij}^{(t)} = W_{ij} \), we clearly have \( J \left( W_{ij}, W_{ij} \right) = C_{ij} \left( W_{ij} \right) \), therefore, for all other values of \( W_{ij}^{(t)} \), we need to show that \( J \left( W_{ij}, W_{ij} \right) \geq C_{ij} \left( W_{ij} \right) \). Consider the Taylor expansion of \( C_{ij} \left( W_{ij} \right) \) around \( W_{ij}^{(t)} \), which is given as

\[
C_{ij} \left( W_{ij} \right) = C_{ij} \left( W_{ij}^{(t)} \right) + \left( W_{ij} - W_{ij}^{(t)} \right) \nabla C_{ij} \left( W_{ij}^{(t)} \right) + \frac{1}{2} \left( W_{ij} - W_{ij}^{(t)} \right)^2 \nabla^2 C_{ij} \left( W_{ij}^{(t)} \right)
\]

The second derivative of \( C_{ij} \left( W_{ij}^{(t)} \right) \) is given as

\[
\nabla^2 C_{ij} \left( W_{ij}^{(t)} \right) = \left[ \lambda_X H_w H_w^T + \lambda_Y L_w L_w^T \right]_{jj} + \left[ \alpha UU^T + \beta VV^T \right]_{ii}
\]

Now, consider the difference between the auxiliary and cost function as

\[
J \left( W_{ij}, W_{ij}^{(t)} \right) - C_{ij} \left( W_{ij} \right) = \frac{1}{2} \left( W_{ij} - W_{ij}^{(t)} \right)^2 \left[ S_{ij} \left( W^{(t)} \right) - \nabla^2 C_{ij} \left( W_{ij}^{(t)} \right) \right]
\]

and note that

\[
\lambda_X X(t)^{ij} H_w^T + \lambda_Y Y(t)^{ij} L_w^T = \lambda_X \left( W^{(t)} H_w + U H_w \right) H_w^T + \lambda_Y \left( W^{(t)} L_w + V L_w \right) L_w^T
\]

Writing the above expression elementwise, we have the following inequality

\[
\left[ \lambda_X X(t)^{ij} H_w^T + \lambda_Y Y(t)^{ij} L_w^T \right]_{ij} \geq \lambda_X \sum_k W_{ik}^{(t)} \left[ H_w H_w^T \right]_{kj} + \lambda_Y \sum_l W_{il}^{(t)} \left[ L_w L_w^T \right]_{lj}
\]

\[
\geq W_{ij}^{(t)} \left[ \lambda_X H_w H_w^T + \lambda_Y L_w L_w^T \right]_{jj}
\]

and similarly

\[
\left[ (\alpha UU^T + \beta VV^T) W^{(t)} \right]_{ij} = \alpha \sum_k \left[ UU^T \right]_{ik} W_{kj}^{(t)} + \beta \sum_l \left[ VV^T \right]_{il} W_{lj}^{(t)}
\]

\[
\geq W_{ij}^{(t)} \left[ \alpha UU^T + \beta VV^T \right]_{ii}
\]
Therefore, from Eqs (5.9) and (5.10), we have

\[
\begin{bmatrix}
\lambda X^{(t)}H_w^T + \lambda Y^{(t)}L_w^T + \left(\alpha UU^T + \beta VV^T\right)W^{(t)}
\end{bmatrix}_{ij}
\geq W^{(t)}_{ij} \left(\lambda X H_w H_w^T + \lambda Y L_w L_w^T\right)_{jj} + \left[\alpha UU^T + \beta VV^T\right]_{jj} \tag{5.11}
\]

(5.11)

Finally, from Eqs (5.8) and (5.11), we note that \( J(W_{ij}, W_{ij}^{(t)}) \geq C_{ij}(W_{ij}) \).

\textbf{Lemma 5.3.} If \( C_{ij} \left( U_{ij}^{(t)} \right) \) consists of all the terms of cost function \( C \left( U^{(t)} \right) \) involving \( U_{ij}^{(t)} \) and if \( S_{ij} \left( U^{(t)} \right) = \frac{[\lambda X H_w H_w^T + \alpha WW^T + \gamma VV^T]U^{(t)}_{ij}}{U^{(t)}_{ij}} \) then

\[
J \left( U_{ij}, U_{ij}^{(t)} \right) = C_{ij} \left( U_{ij}^{(t)} \right) + \left( U_{ij} - U_{ij}^{(t)} \right) \nabla C_{ij} \left( U_{ij}^{(t)} \right) + \frac{1}{2} \left( U_{ij} - U_{ij}^{(t)} \right)^2 S_{ij} \left( U^{(t)} \right)
\]

is an auxiliary function for \( C_{ij} \left( U_{ij} \right) \).

\textit{Proof.} The proof is similar to the proof of the Lemma 5.2. \qed

\textbf{Lemma 5.4.} If \( C_{ij} \left( V_{ij}^{(t)} \right) \) consists of all the terms of cost function \( C \left( V^{(t)} \right) \) involving \( V_{ij}^{(t)} \) and if \( S_{ij} \left( U^{(t)} \right) = \frac{[\lambda Y L_w L_w^T + \beta WW^T + \gamma UU^T]V^{(t)}_{ij}}{V^{(t)}_{ij}} \) then

\[
J \left( V_{ij}, V_{ij}^{(t)} \right) = C_{ij} \left( V_{ij}^{(t)} \right) + \left( V_{ij} - V_{ij}^{(t)} \right) \nabla C_{ij} \left( V_{ij}^{(t)} \right) + \frac{1}{2} \left( V_{ij} - V_{ij}^{(t)} \right)^2 S_{ij} \left( V^{(t)} \right)
\]

is an auxiliary function for \( C_{ij} \left( V_{ij} \right) \).

\textit{Proof.} Again, the proof is similar to the proof of the lemma 5.2. \qed

We do not provide any Lemma for proving update equation for matrix \( H \) as it can be seen from the optimization problem II that the solution for \( H \) can be obtained using the results of standard NMF [Lee and Seung, 2001]. By considering the definitions \( \mathbf{F} \triangleq [\mathbf{W} \mid \mathbf{U}] \) and \( \mathbf{G} \triangleq [\mathbf{W} \mid \mathbf{V}] \) and noting that the regularization terms have no effect (as \( \mathbf{W}, \mathbf{U}, \mathbf{V}, \mathbf{L} \) are fixed), this intuition becomes clear. Similar arguments hold for the update equation of matrix \( L \).

\textbf{Theorem 5.1.} The cost function \( C(\mathbf{W}, \mathbf{U}, \mathbf{V}, \mathbf{H}, \mathbf{L}) \) is non-increasing under the alternating multiplicative update rules of Eqs (5.4-5.7).

\textit{Proof.} We are minimizing \( C(W_{ij}) \) indirectly through the auxiliary function \( J \left( W_{ij}, W_{ij}^{(t)} \right) \).

Therefore, evaluating \( \nabla J \left( W_{ij}, W_{ij}^{(t)} \right) = 0 \) and utilizing the results of Lemma 5.1 and 5.2, we get the following update equation...
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\[ W_{ij}^{(t+1)} = W_{ij}^{(t)} - \left[ \nabla C_{ij} \left( W_{ij}^{(t)} \right) / S_{ij} \left( W_{ij}^{(t)} \right) \right] \]

Noting that

\[ \nabla C_{ij} \left( W_{ij}^{(t)} \right) = \left[ \lambda X \left( X^{(t)} - X \right) H_w^T + \lambda Y \left( Y^{(t)} - Y \right) L_w^T + \alpha U U^T W^{(t)} + \beta V V^T W^{(t)} \right]_{ij} \]

and substituting \( S_{ij} \left( W_{ij}^{(t)} \right) \) from Lemma 5.2, we get the desired update of Eq (5.4). □

5.1.4 Shared Subspace Dimensionality and Algorithm Complexity

Ideally, the shared subspace dimensionality should be learnt automatically using the two data sources. However, this presents a general model selection problem which is known to be hard. Nonetheless, since RS-NMF framework learns mutually orthogonal subspaces, a rough estimate of subspace dimensionalities can be easily obtained from the data. Since, we have \( W^T U \approx 0 \), \( W^T V \approx 0 \) and \( U^T V \approx 0 \), shared subspace dimensionality is given by the rank of matrix \( X^T Y \), i.e. \( K \approx \text{rank} \left( X^T Y \right) \). Similarly, rough estimates of \( R_1 \) and \( R_2 \) are given by \( \text{rank} \left( X \right) \) and \( \text{rank} \left( Y \right) \) respectively. A detailed procedure to estimate these parameters is demonstrated in section 5.4.

When analyzing the computational complexity of RS-NMF algorithm, we refer to Eqs (5.4-5.7). Computational complexity of learning matrix \( W \) is \( O \left( M \times N \times K \right) \) per iteration where \( N = \max \left( N_1, N_2 \right) \). Similarly, for each iteration, learning matrices \( U \) and \( V \) takes \( O \left( M \times N_1 \times K_u \right) \) and \( O \left( M \times N_2 \times K_v \right) \) respectively where \( K_u = R_1 - K \) and \( K_v = R_2 - K \). Learning matrices \( H \) and \( L \) takes \( O \left( M \times N_1 \times R_1 \right) \) and \( O \left( M \times N_2 \times R_2 \right) \) operations per iteration. Therefore, the overall complexity of the algorithm is dominated by computation of matrices \( H \) and \( L \) and is \( O \left( M \times N \times R \right) \) where \( R = \max \left( R_1, R_2 \right) \).

This is also the order of complexity for S-NMF algorithm (presented in chapter 3) and NMF algorithm [Lee and Seung, 2001] for each iteration. Note that, for implementation efficiency, when computing matrices such as \( F^T H \), we compute \( F^T F \) first and then multiply with matrix \( H \). Similarly, when computing \( U U^T W \), we compute \( U^T W \) first and pre-multiply by \( U \). The main idea is to group the matrix multiplications by their inner products rather than outer products.

5.2 Social Media Applications

Given related data sources, RS-NMF learns both the shared and the individual structures present in the data. This is desired in many applications such as multimedia indexing, text mining, computer vision and social media. For example, it might be of interest to determine the commonality among documents from computer science and biological science, and at
the same time find the differences. The commonality among the multiple data sources often implies basic features across the data sources while discriminating features can be utilized for classifying documents from one source against other sources. Another application is in social media, where there exist many popular social networking sites. Users of these websites upload and share content with one another. As an example, YouTube users upload videos related to some topics and Flickr users upload photos which may be similar to and/or different from YouTube videos. The data from different social media sources are semantically related due to the common cause of their creation (for example, in response to real world events such as travel, oscars, olympics, wedding receptions, earthquakes etc). When modeled by RS-NMF, the shared features can be used to extract the basic tag structures present across the two media (YouTube and Flickr) accurately by making it less subjective to either medium, and thus improve the retrieval and clustering performance for each medium. In addition, the shared features can also be used to relate items from the two media using the shared subspace representation. While shared subspace across the related sources can boost the performance, the provision to maintain individual variations of each source ensures that domain-specific information is not lost.

In the rest of this section, we focus on the social media domain and show the usefulness of RS-NMF for two tasks (1) Improved social media retrieval by leveraging tags from auxiliary data sources. (2) Improved simultaneous clustering of related data sources and discovery of shared and individual clusters.

5.2.1 Improving Social Media Retrieval using Auxiliary Sources

In this application, we improve the social media retrieval by using tag data from another related auxiliary source. This application is already described in section 3.2 of chapter 3. The retrieval algorithm based on RS-NMF remains similar to Algorithm 3.2 presented in chapter 3 except that the subspace learning is carried out using the RS-NMF framework instead of S-NMF framework.

5.2.2 Joint Clustering of Related Data Sources

Clustering is one of the most important problems in data mining and is considered to be an unsupervised task. Often, in real world applications, related data may arise from different sources and have significant variations in their distributions. Although these data sources have a great degree of commonality, direct clustering of the data combined together from these sources results in poor performance due to their individual differences. In such scenarios, the clustering method needs to deal with both shared and individual characteristics. RS-NMF is suitable for this joint clustering task.

Given two data sources, let us denote their data corpora by $X$ and $Y$. Using RS-NMF,
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Algorithm 5.2 RS-NMF based Clustering.

1: **Input**: Target $X$, auxiliary $Y$, parameter set $\Psi$, convergence threshold $\epsilon$ and number of clusters $P$.


3: perform K-means clustering on matrix $H$ considering its columns as subspace features for data $X$ and denote the cluster membership vector as $m_X$.

4: perform K-means clustering on matrix $L$ considering its columns as subspace features for data $Y$ and denote the cluster membership vector as $m_Y$.

5: **Output**: Return cluster membership vectors $m_X, m_Y$ for data items in $X$ and $Y$ respectively.

we learn the common subspace $W$ and individual subspaces $U$ and $V$. Representation of the two data matrices $X$ and $Y$ in the subspaces spanned by the columns of $[W \mid U]$ and $[W \mid V]$ is given by $H$ and $L$ respectively. Note that, originally, the data points of $X$ and $Y$ are in $M$-dimensional space but RS-NMF projects them to a $R$-dimensional (note that dimensionality is reduced as $R < M$) space thus, partially avoiding the problems of high dimensionality. After projecting the data points in the combined shared and individual subspaces, we use standard single task clustering methods such as K-means (or any other clustering method), for clustering the data in the regularized subspaces. We choose basic K-means with the purpose of emphasizing the clustering strength of subspaces and not of the clustering method per se. Algorithm 5.2 provides details of the RS-NMF based clustering.

5.3 Experiments

In this section, we demonstrate the effectiveness of RS-NMF for the social media retrieval and clustering applications. We conduct two sets of experiments. In the first experiment set, we show the performance improvement for social media retrieval using auxiliary sources, clearly demonstrating the superiority of RS-NMF compared to other appropriate baselines. In the second set of experiments, we perform simultaneous clustering of related data sources. Through these experiments, we demonstrate the improvement in clustering performance achieved by simultaneous clustering and show that RS-NMF significantly outperforms other recently proposed single and multi-task clustering methods.
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5.3.1 Experiment-I : Social Media Retrieval

5.3.1.1 Data Set

For social media retrieval, we conduct our experiments on the same social media data set (created from Blogspot, Flickr and YouTube websites) that was utilized for demonstrating MS-NMF in chapter 4 and is described in section 4.3.1.

5.3.1.2 Baseline Methods

To compare the performance with other methods, we choose three baselines:

- The first baseline performs retrieval by matching the query keyword with the tag-lists of each YouTube video without learning any subspace. To perform this matching, we use Jaccard\(^4\) coefficient and rank the results based on these scores. This baseline is referred to as “Tag-based matching”.

- In the second baseline, we take the tags of YouTube only (no auxiliary source is used) and apply standard NMF for retrieval. The number of basis vectors for NMF is set to 56. This baseline is referred to as “Standard NMF”.

- As a third baseline, we use the S-NMF framework (described in chapter 3) which is a special case of RS-NMF without any mutual orthogonality constraints on the learnt subspaces. This baseline is referred to as “S-NMF”.

To learn the subspace dimensionalities required for S-NMF and RS-NMF, we follow the procedure described in section 5.4 and do cross-validation based on retrieval performance. The best performance was achieved by setting \(R_Y = 56, R_F = 65, R_B = 62\) and \(K_{YB} = 37, K_{YF} = 40\) where \(R_Y, R_F, R_B\) are total subspace dimensionalities of YouTube, Flickr and Blogspot data respectively and \(K_{YB}, K_{YF}\) are the shared subspace dimensionalities.

5.3.1.3 Evaluation Metrics

For the purpose of evaluation, we define a query set \{‘beach’, ‘america’, ‘bomb’, ‘animal’, ‘bank’, ‘movie’, ‘river’, ‘cable’, ‘climate’, ‘federer’, ‘disaster’, ‘elephant’, ‘europe’, ‘fire’, ‘festival’, ‘ice’, ‘obama’, ‘phone’, ‘santa’, ‘tsunami’\} and denote it as \(Q\). To evaluate retrieval methods, we use 11-point precision recall curve and mean average precision (MAP) [Baeza-Yates and Ribeiro-Neto, 1999]. For social media retrieval, items relevant to user queries should be ranked high, as users would typically like every result on the first few pages to be as relevant as possible. Precision-scope (P@N) curve has been used as a ranking measure by many researchers [Rui and Huang, 2000, Cai et al., 2007]. Therefore, to evaluate the ranking performance of different methods clearly, we use the \(P@N\) curve.

\[^4\text{Jaccard } (A, B) = \frac{|A \cap B|}{|A \cup B|}.\]
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5.3.1.4 Experimental Results

YouTube-Flickr Retrieval Results

Figure 5.1 depicts the YouTube video retrieval results and compares the performance of RS-NMF with the three baselines in terms of 11-point precision-recall curve, \( P@N \) curve and MAP evaluation criteria. It can be seen from the figure that RS-NMF clearly outperforms all the baselines in all three evaluation criteria. Performance of the method based on tag matching using Jaccard similarity is poor due to the high dimensionality of input tag space and the ambiguities caused by polysemy and synonymy. Subspace learning methods (NMF, S-NMF and RS-NMF) overcome these problems to some extent by learning a reduced dimensional representation in latent space. NMF, being a subspace learning method, performs clearly better than tag-based matching but falls short when compared with S-NMF and RS-NMF. This is mainly due to the additional knowledge acquired from the auxiliary source, which helps in disambiguating tag co-occurrences. When we compare S-NMF with RS-NMF, we see that RS-NMF clearly performs better than S-NMF in terms of all evaluation criteria. This gain in performance can be attributed to the segregation of shared and individual subspaces which ensures the transference of useful knowledge only. Looking at the top 10 results, we see that RS-NMF achieves around 57% precision as compared with 54%, 48% and 39% precision achieved by S-NMF, NMF and tag-based matching methods respectively.
YouTube-Blogspot Retrieval Results When we use Blogspot data as the auxiliary source, the video retrieval results from YouTube follow similar trends. RS-NMF performs the best in terms of all three evaluation criteria followed by S-NMF, NMF and tag-based matching respectively. When looking at the top 10 results, we see that RS-NMF achieves around 56% precision as opposed to 52% precision achieved by S-NMF. The performance of NMF and tag-based matching methods remains the same as they do not use any auxiliary data.

It is interesting to note from Figures 5.1 and 5.2 that YouTube retrieval performance benefits slightly more from Flickr data than Blogspot data. This gain in performance could be due to the fact that the Flickr data set has more data points than the Blogspot data set. The second reason which may explain this performance gain is that the tags attached to Flickr images may be closer in semantics to the YouTube video tags than the Blogspot tags.

5.3.2 Experiment-II : Clustering Social Media and News Articles

In this subsection, we further demonstrate the usefulness of our framework for clustering applications. Beyond the traditional setting of a standard clustering algorithm, where often only one cluster partition is returned, our proposed framework performs simultaneous clustering of the related data sources and provides common and individual clusters. This directly implies the automatic discovery of common and individual topics\(^5\) (or stories)

\(^5\)Our shared and individual subspaces (represented by matrices \(W, U\) and \(V\)) directly provide common and individual topics. Alternatively, one can use standard topic models, e.g. Latent Dirichlet Allocation (LDA) on the documents of common and individual clusters.
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Table 5.1: Description of the CNN-BBC data set: The second column shows the news feeds crawled from websites of the two news channels. The third column shows the total number of articles downloaded from each channel.

<table>
<thead>
<tr>
<th>News Channel</th>
<th>Feeds Used for Creating Data Set</th>
<th>No. of Articles</th>
</tr>
</thead>
</table>

across related data sources.

5.3.2.1 Data Sets

For the clustering experiments, we use three data sets. The first data set is the same social media data set that we used for the retrieval experiments described in subsection 5.3.1. The second data set is created by crawling news articles from CNN and BBC feeds. Both news sources cover many of the same high profile real world events, but they also cover events relevant to their particular focus. Table 5.1 provides details of the selected feeds and the number of news articles for each news channel. We refer to this data set as CNN-BBC data set. For each channel, using their news articles, we generate a tf-idf weighted term-document matrix.

Our third data set is the 20 Newsgroup benchmark data set widely used for evaluating clustering methods. We mainly use this data set to compare the performance of RS-NMF with other state-of-the-art techniques in single as well as multi-task clustering.

5.3.2.2 Baseline Methods

To demonstrate the advantages of simultaneous clustering, we compare our proposed RS-NMF with the following baseline methods

\(^6\)All CNN and BBC feeds were accessed in August 2010.
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- The first baseline is a subspace based clustering which uses NMF in conjunction with K-means (similar to the work in Xu et al. [2003]). We refer to it as “NMF+KM”. Since RS-NMF is based on NMF, improvement on this baseline directly shows the benefits of simultaneous clustering using related auxiliary sources.

- The second baseline is the S-NMF algorithm which can be combined with K-means similar to the proposed RS-NMF. This baseline is referred to as “S-NMF+KM”. This baseline is chosen to show how additional mutual orthogonality constraints of RS-NMF clearly segregate the common and individual subspaces and help in avoiding negative transfer learning.

- The third baseline is another subspace based clustering which uses PCA in conjunction with K-means. We refer to it as “PCA+KM”. This baseline is chosen to show the benefits of nonnegative shared subspace learning over mixed-sign subspace techniques for document clustering. We also adapt PCA to perform joint clustering by augmenting the data from both sources together and use Kmeans for clustering in the learnt subspace. We refer to this baseline as “Aug-PCA+KM”.

- The fourth baseline is the state-of-the-art multi-task clustering technique proposed in Gu and Zhou [2009a] which performs joint clustering of multiple data sources as a linear combination of both original input space and a shared subspace. The linear combination is controlled using a parameter $\lambda$. We refer to this method as “LSSMTC”. When the parameter $\lambda = 0$, this method reduces to Adaptive Subspace Iteration (ASI) proposed in Li et al. [2004]. ASI can be used in two versions - separately clustering each source or jointly clustering the two sources by augmenting the data from the two sources. The two versions are referred to as “ASI” and “Aug-ASI” respectively.

5.3.2.3 Evaluation Metrics

We evaluate the clustering performance using four well-known metrics: accuracy ($AC$), normalized mutual information ($NMI$), average cluster entropy ($ACE$), cluster purity ($CP$).

**Accuracy** Given a data point $y_k$, let $c_k$ and $z_k$ denote the induced cluster label and the ground-truth category labels respectively. The accuracy ($AC$) is defined as

$$AC = \frac{\sum_{k=1}^{n} \delta(\text{map}(c_k), z_k)}{n}$$

(5.12)

where $n$ denotes the total number of data points, $\delta(a, b)$ is the delta function that equals one if $a = b$ and zero otherwise and $\text{map}(c_k)$ is the mapping function that maps each
cluster label $c_k$ to the most likely category from the data set. In our experiments, we used the popular Hungarian algorithm [Lovász and Plummer, 1986] to implement the mapping function similar to other clustering works [Xu et al., 2003, Gu and Zhou, 2009a]. The higher the AC, the better is the clustering result.

**Normalized Mutual Information** Given induced partition $C$ with $P$ labels $c_1, \ldots, c_P$ and true partition $T$ with $Q$ ground-truth category labels $z_1, \ldots, z_Q$, normalized mutual information ($NMI$) is defined as

$$NMI = \frac{\sum_{p,q} n_{p,q} \log \frac{n_{p,q}}{n_{p}^{C} n_{q}^{T}}}{\sqrt{\left(\sum_{p} n_{p}^{C} \log \frac{n_{p}^{C}}{n^{C}}\right) \left(\sum_{q} n_{q}^{T} \log \frac{n_{q}^{T}}{n^{T}}\right)}}$$

(5.13)

where $n_{p}^{C}$, $n_{q}^{T}$ denote the number of data points in $p$-th cluster from partition $C$ and $q$-th cluster from partition $T$ respectively and $n_{p,q}$ denotes the number of common data points between $p$-th cluster from partition $C$ and $q$-th cluster from partition $T$. The higher the $NMI$, the better is the clustering result.

**Average Cluster Entropy** Given the induced partition $C$ and the true partition $T$, the entropy of $j$-th induced cluster is defined as

$$E_j = -\sum_i p_{ij} \log p_{ij}$$

where $p_{ij}$ is the probability that a member in $j$-th induced cluster belongs to the ground-truth category $i$. Given entropy of clusters (indexed by $j = 1, \ldots, P$) in induced partition $C$, average cluster entropy ($ACE$) is defined as follows

$$ACE = \frac{\sum_{j \in C} n_{j} E_{j}}{n}$$

where $n_{j}$ is the number of data points in $j$-th induced cluster and $n$ is the total number of data points. To define the average cluster entropy for ground-truth category $i$, let $C_i$ denote the subset of clusters in partition $C$ such that the majority of data points belong to category $i$; formally, define

$$C_i \triangleq \{c_j \mid p_{ij} \geq p_{kj}, k \neq i\}$$

and $N_i \triangleq \sum_{j \in C_i} n_{j}$ then $ACE_i$ is given as

$$ACE_i = \frac{\sum_{j \in C_i} n_{j} E_{j}}{N_i}$$

Lower the $ACE$ and $ACE_i$, better is the clustering result.
Cluster Purity  Similar to the entropy definition, we define purity of clusters as a whole and also for each ground-truth category. As a definition, for \( j \)-th induced cluster, the major category is \( i \) if \( p_{ij} \geq p_{kj}, \forall k \neq i \). Now, if, for \( j \)-th induced cluster, \( m_j \) denotes the number of points from the major category, the purity of cluster partition \( \mathcal{C} \) is defined as [Manning et al., 2008]

\[
CP = \frac{\sum_{j \in \mathcal{C}} m_j}{n}
\]

Again, \( n \) is the total number of data points. Cluster purity for ground-truth category \( i \) is defined as

\[
CP_i = \frac{\sum_{j \in \mathcal{C}_i} m_j}{N_i}
\]

where definition of \( \mathcal{C}_i \) and \( N_i \) remains same as above. Higher the \( CP \) and \( CP_i \), better is the clustering result.

We follow an arrow notation such that symbol ↑ denotes that the performance in terms of an evaluation measure is better if its value is higher. Similarly, the symbol ↓ denotes that the performance in terms of an evaluation measure is better if its value is lower.

5.3.2.4  Experimental Results

Clustering based on the proposed RS-NMF first uses Algorithm 5.1 for learning shared subspaces and then follows Algorithm 5.2. Clustering based on NMF (or S-NMF) can be carried out in a similar manner except that we replace Algorithm 5.1 with the subspace learning algorithm of NMF (or S-NMF).

Blogspot-Flickr Clustering Results : Using the clustering results on the Blogspot-Flickr data set, we provide a detailed analysis of how shared subspace representing the common knowledge of the two data sources helps improving the clustering task (S-NMF vs NMF and RS-NMF vs NMF). We also present the comparison between S-NMF and RS-NMF by performing clustering using only shared, only individual and combined subspaces. This provides some intuition on how the regularization scheme applied in RS-NMF helps in segregating common and individual subspaces, and thus provides significant improvements in clustering performance. Following the strategy explained in section 5.4, subspace dimensionalities were set to the following values: \( R_B = 62 \), \( R_F = 65 \) and \( K_{BF} = 43 \) where \( R_B \) and \( R_F \) are the total subspace dimensionalities of Blogspot and Flickr data respectively and \( K_{BF} \) is the dimensionality of their shared subspace. The total number of clusters were set to 7 (equal to the true number of categories).

Since the subspace dimensionalities are chosen based on rank estimation, the same dimensionalities were also used for PCA+KM. The best performance for Aug-PCA+KM method
was found by setting the number of basis vectors to 93. Since LSSMTC, Aug-PCA+KM and Aug-ASI require an equal number of clusters for each source, we set this value to 9, as the total number of different categories across the two data sets is equal to 9. The best performance of LSSMTC was achieved at $\lambda = 0.2$ and $l = 12$ where $l$ denotes the dimensionality of shared subspace used in this method.

Table 5.2: Summary of entropy, purity, accuracy and NMI values for Blogspot clusters with Flickr used as the auxiliary source.

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Cluster Entropy (↓)</th>
<th>Cluster Purity (↑)</th>
<th>Accuracy (↑)</th>
<th>NMI (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMF+KM</td>
<td>0.69 ± 0.01</td>
<td>0.73 ± 0.08</td>
<td>0.68 ± 0.01</td>
<td>0.40 ± 0.02</td>
</tr>
<tr>
<td>PCA+KM</td>
<td>0.78 ± 0.07</td>
<td>0.62 ± 0.11</td>
<td>0.63 ± 0.08</td>
<td>0.38 ± 0.06</td>
</tr>
<tr>
<td>Aug-PCA+KM</td>
<td>0.81 ± 0.13</td>
<td>0.58 ± 0.05</td>
<td>0.61 ± 0.12</td>
<td>0.37 ± 0.08</td>
</tr>
<tr>
<td>ASI</td>
<td>0.67 ± 0.06</td>
<td>0.74 ± 0.03</td>
<td>0.69 ± 0.05</td>
<td>0.41 ± 0.03</td>
</tr>
<tr>
<td>Aug-ASI</td>
<td>0.79 ± 0.06</td>
<td>0.63 ± 0.03</td>
<td>0.62 ± 0.01</td>
<td>0.37 ± 0.05</td>
</tr>
<tr>
<td>LSSMTC</td>
<td>0.66 ± 0.07</td>
<td>0.78 ± 0.03</td>
<td>0.71 ± 0.08</td>
<td>0.43 ± 0.02</td>
</tr>
<tr>
<td>S-NMF+KM</td>
<td>0.63 ± 0.08</td>
<td>0.75 ± 0.07</td>
<td>0.70 ± 0.00</td>
<td>0.41 ± 0.01</td>
</tr>
<tr>
<td>RS-NMF+KM</td>
<td>0.47 ± 0.03</td>
<td>0.81 ± 0.05</td>
<td>0.78 ± 0.02</td>
<td>0.44 ± 0.05</td>
</tr>
</tbody>
</table>

Table 5.2 provides clustering results for Blogspot data using Flickr as the auxiliary source and presents a comparison of RS-NMF+KM with the baselines in terms of average clustering entropy (ACE), cluster purity (CP), cluster accuracy (AC) and normalized mutual information (NMI). When looking at the results obtained using single source clustering methods (NMF+KM, PCA+KM and ASI+KM), we see that NMF performs better than both PCA and ASI. Similar superiority of NMF has also been reported in Xu et al. [2003]. When comparing the joint clustering methods, Aug-ASI performs slightly better than Aug-PCA+KM. Nonetheless, the performance of both the augmented methods fall short compared to the shared subspace learning methods. Out of the shared subspace methods, we see that although LSSMTC performs better than S-NMF+KM, it is outperformed by RS-NMF+KM in terms of all evaluation metrics.
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Figure 5.3: Category-wise purity/entropy plots depicting cluster quality for Blogspot-Flickr and CNN-BBC data sets. The first row (a and b) depicts the clustering results of Blogspot articles using Flickr as the auxiliary source. The second row (c and d) depicts the clustering results of CNN news articles using BBC as the auxiliary source. The proposed RS-NMF is compared with NMF (baseline 1) and S-NMF (baseline 2) to show the benefits of transfer learning using the cluster purity (CP) and the average cluster entropy (ACE) measures.

To investigate this performance improvement further, we compute the ACE and CP values at the cluster category level. Figure 5.3 (the first row) depicts ACE and CP values for each category. It is interesting to note from Figures 5.3a and 5.3b that RS-NMF+KM performs significantly better than NMF+KM for all but ‘Cricket World Cup’ and ‘Earthquake’ concepts (or categories) which are individual to the Blogspot data set (refer Table 4.1). The concepts ‘Cricket World Cup’ and ‘Earthquake’ are not available in the Flickr data set and therefore, combined learning with Flickr data does not help in improving clustering performance for these concepts. Interestingly, there is not much negative transfer in the RS-NMF+KM case which happens to occur in the case of S-NMF+KM wherein the performance clearly degrades for these two concepts. At the same time, performance improvement achieved by S-NMF+KM over NMF+KM is minimal as it is unable to clearly segregate the common and individual subspaces. As a result, S-NMF+KM is neither able
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to exploit the mutual knowledge for related concepts nor is it able to avoid negative transfer for domain specific concepts.

Table 5.3: Summary of entropy, purity, accuracy and NMI values for Flickr clusters with Blogspot used as the auxiliary source.

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Cluster Entropy (↓)</th>
<th>Cluster Purity (↑)</th>
<th>Accuracy (↑)</th>
<th>NMI (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMF+KM</td>
<td>0.74 ± 0.01</td>
<td>0.66 ± 0.03</td>
<td>0.64 ± 0.01</td>
<td>0.39 ± 0.03</td>
</tr>
<tr>
<td>PCA+KM</td>
<td>0.78 ± 0.08</td>
<td>0.65 ± 0.07</td>
<td>0.63 ± 0.05</td>
<td>0.37 ± 0.06</td>
</tr>
<tr>
<td>Aug-PCA+KM</td>
<td>0.79 ± 0.10</td>
<td>0.64 ± 0.09</td>
<td>0.64 ± 0.08</td>
<td>0.37 ± 0.09</td>
</tr>
<tr>
<td>ASI</td>
<td>0.83 ± 0.06</td>
<td>0.58 ± 0.04</td>
<td>0.53 ± 0.05</td>
<td>0.33 ± 0.02</td>
</tr>
<tr>
<td>Aug-ASI</td>
<td>0.87 ± 0.05</td>
<td>0.59 ± 0.03</td>
<td>0.54 ± 0.07</td>
<td>0.34 ± 0.01</td>
</tr>
<tr>
<td>LSSMTC</td>
<td>0.89 ± 0.04</td>
<td>0.54 ± 0.03</td>
<td>0.52 ± 0.06</td>
<td>0.32 ± 0.05</td>
</tr>
<tr>
<td>S-NMF+KM</td>
<td>0.72 ± 0.02</td>
<td>0.69 ± 0.06</td>
<td>0.67 ± 0.05</td>
<td>0.41 ± 0.04</td>
</tr>
<tr>
<td>RS-NMF+KM</td>
<td><strong>0.68 ± 0.03</strong></td>
<td><strong>0.72 ± 0.05</strong></td>
<td><strong>0.71 ± 0.01</strong></td>
<td><strong>0.45 ± 0.07</strong></td>
</tr>
</tbody>
</table>

Tables 5.3 presents the clustering results for the Flickr data set (Task-2) using Blogspot as the auxiliary source and provides a comparison of RS-NMF+KM with the two baselines. As it can be seen from the table, RS-NMF+KM remains to be the best method compared to all the baselines. Moreover, in this case, both ASI and LSSMTC are outperformed by all other methods. This degradation in performance can be attributed to the fact that ASI does not use any individual subspace. Similarly, the performance degradations of LSSMTC can be attributed to its limitation of requiring common cluster centroids for both the data sets, and thus unable to capture individual variations.

CNN-BBC News Clustering Results : Table 5.4 and 5.5 present the joint clustering results on CNN (task-1; using BBC data as auxiliary source) and BBC (task-2; using CNN data as auxiliary source) news articles. To perform clustering, the total number of clusters were set to 12 and 8 (equal to the number of categories in the data set) for CNN and BBC respectively. To learn the subspaces, we used the following set of parameters : $R_{CNN} = 50$, $R_{BBC} = 64$ and $K_{CB} = 34$ where $R_{CNN}$ and $R_{BBC}$ are the total subspace dimensionalities of CNN and BBC data respectively, and $K_{CB}$ is the dimensionality of their shared subspace.

Parameter selection for other baselines remains similar to the Blogspot-Flickr experiments. The best performance for the Aug-PCA+KM method, in this case, was found by setting
the number of basis vectors to 78. Again, since LSSMTC, Aug-PCA+KM and Aug-ASI require an equal number of clusters for each source, we set this value to 13 as the total number of categories in CNN and BBC are 12 and 8 respectively and most of the BBC categories (except the ‘miscellaneous’ category) are similar to those in CNN. The best performance for LSSMTC was obtained at \( \lambda = 0.3 \) and \( l = 16 \).

It can be seen from Table 5.4 that the clustering results of CNN show similar behavior with respect to the different methods as seen for the Blogspot-Flickr data set. RS-NMF+KM clearly outperforms all other methods including S-NMF+KM, ASI, Aug-ASI, PCA+KM, Aug-PCA+KM and LSSMTC. Figure 5.3 (the second row) depicts the category-wise purity and entropy values for clustering using RS-NMF and S-NMF and compares them with NMF based clustering. Looking at the ACE and CP values in Figure 5.3c and 5.3d, it is interesting to note that RS-NMF clearly exploits the auxiliary data of BBC channel and improves the performance for all categories except ‘World’, ‘Crime’, ‘Politics’ and ‘Travel’. This is along the lines of our intuition, as out of these four categories, we do not expect the articles of ‘Crime’ and ‘Travel’ to be similar for CNN and BBC as ‘Crime’ related news articles are usually geographically local and ‘Travel’ related articles are random in nature. Similarly, there seems to be diversity among the categories ‘World’ and ‘Politics’ and the two channels need not cover similar stories.

Table 5.4: Summary of entropy, purity, accuracy and NMI values for CNN clusters with BBC used as the auxiliary source.

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Cluster Entropy (↓)</th>
<th>Cluster Purity (↑)</th>
<th>Accuracy (↑)</th>
<th>NMI (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMF+KM</td>
<td>1.22 ± 0.08</td>
<td>0.47 ± 0.02</td>
<td>0.42 ± 0.03</td>
<td>0.27 ± 0.01</td>
</tr>
<tr>
<td>PCA+KM</td>
<td>1.26 ± 0.07</td>
<td>0.46 ± 0.06</td>
<td>0.44 ± 0.07</td>
<td>0.28 ± 0.03</td>
</tr>
<tr>
<td>Aug-PCA+KM</td>
<td>1.29 ± 0.08</td>
<td>0.45 ± 0.08</td>
<td>0.45 ± 0.03</td>
<td>0.29 ± 0.09</td>
</tr>
<tr>
<td>ASI</td>
<td>1.20 ± 0.03</td>
<td>0.49 ± 0.07</td>
<td>0.49 ± 0.05</td>
<td>0.31 ± 0.03</td>
</tr>
<tr>
<td>Aug-ASI</td>
<td>1.25 ± 0.06</td>
<td>0.47 ± 0.05</td>
<td>0.48 ± 0.03</td>
<td>0.30 ± 0.02</td>
</tr>
<tr>
<td>LSSMTC</td>
<td>1.20 ± 0.09</td>
<td>0.48 ± 0.12</td>
<td>0.47 ± 0.08</td>
<td>0.30 ± 0.06</td>
</tr>
<tr>
<td>S-NMF+KM</td>
<td>1.18 ± 0.04</td>
<td>0.49 ± 0.07</td>
<td>0.46 ± 0.02</td>
<td>0.29 ± 0.00</td>
</tr>
<tr>
<td>RS-NMF+KM</td>
<td>1.12 ± 0.06</td>
<td>0.52 ± 0.04</td>
<td>0.51 ± 0.03</td>
<td>0.32 ± 0.07</td>
</tr>
</tbody>
</table>

The clustering results on the BBC data set (task-2) is presented in Table 5.5 in the same fashion as the results of CNN (task-1). However, these results are more interesting due to the clear demonstration of S-NMF+KM being affected by negative transfer learning.
while RS-NMF+KM still retains the benefits of auxiliary information. Note from Table 5.5 that the performance of S-NMF+KM degrades compared to NMF+KM in terms of each evaluation criteria except ACE (still slightly better than NMF) which shows that S-NMF+KM is susceptible to negative transfer learning. This happens because the overall clustering performance for BBC data is poor due to wide variations in the data and S-NMF finds it difficult to segregate the commonalities and differences of BBC and CNN articles. Regularization used by RS-NMF stops any CNN specific patterns from entering into the shared subspace and therefore transfers only useful knowledge. In addition, RS-NMF+KM clearly outperforms LSSMTC, PCA+KM, ASI and the augmented methods. Performance of ASI and Aug-ASI has degraded heavily followed by Aug-PCA+KM and PCA+KM. Although LSSMTC performs slightly better than S-NMF+KM, its performance remains lower than RS-NMF+KM.

Table 5.5: Summary of entropy, purity, accuracy and NMI values for BBC clusters with CNN used as the auxiliary source.

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Cluster Entropy (↓)</th>
<th>Cluster Purity (↑)</th>
<th>Accuracy (↑)</th>
<th>NMI (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMF+KM</td>
<td>1.23 ± 0.03</td>
<td>0.41 ± 0.00</td>
<td>0.39 ± 0.04</td>
<td>0.18 ± 0.02</td>
</tr>
<tr>
<td>PCA+KM</td>
<td>1.28 ± 0.07</td>
<td>0.38 ± 0.05</td>
<td>0.39 ± 0.05</td>
<td>0.17 ± 0.01</td>
</tr>
<tr>
<td>Aug-PCA+KM</td>
<td>1.32 ± 0.06</td>
<td>0.36 ± 0.02</td>
<td>0.39 ± 0.03</td>
<td>0.17 ± 0.08</td>
</tr>
<tr>
<td>ASI</td>
<td>1.43 ± 0.07</td>
<td>0.34 ± 0.06</td>
<td>0.33 ± 0.04</td>
<td>0.14 ± 0.03</td>
</tr>
<tr>
<td>Aug-ASI</td>
<td>1.45 ± 0.09</td>
<td>0.33 ± 0.08</td>
<td>0.34 ± 0.03</td>
<td>0.15 ± 0.05</td>
</tr>
<tr>
<td>LSSMTC</td>
<td>1.33 ± 0.05</td>
<td>0.36 ± 0.03</td>
<td>0.38 ± 0.04</td>
<td>0.17 ± 0.03</td>
</tr>
<tr>
<td>S-NMF+KM</td>
<td>1.20 ± 0.05</td>
<td>0.40 ± 0.02</td>
<td>0.37 ± 0.01</td>
<td>0.16 ± 0.04</td>
</tr>
<tr>
<td>RS-NMF+KM</td>
<td>1.17 ± 0.04</td>
<td>0.44 ± 0.03</td>
<td>0.40 ± 0.04</td>
<td>0.20 ± 0.02</td>
</tr>
</tbody>
</table>

5.3.2.5 Common and Individual Clusters

Explicit learning of the shared and individual subspaces enables us to distinguish between the related or different clusters of the two data sources. For clarity, we explain this procedure for Blogspot-Flickr data set only, similar explanation holds for the CNN-BBC data set. However, we provide results for both data sets. After learning the shared and individual subspaces for the Blogspot-Flickr data set, we use them to cluster the Blogspot data. Instead of using the full subspace, we first use only shared subspace representation ($H_w$)
of the Blogspot data and cluster them to get a partition of the data using K-means. This is referred to as “RS-NMF (shared)” or “S-NMF (shared)”. Then, we use only individual subspace representation ($H_u$) of Blogspot data and cluster them again to get another partition of the data using K-means. This is referred to as “RS-NMF (individual)” or “S-NMF (individual)”. We compute the purity and entropy values for each induced cluster in both data partitions. Comparing the performance of RS-NMF with S-NMF, these results are shown in Figure 5.4.

![Figure 5.4](image.png)

Figure 5.4: Comparison of RS-NMF and S-NMF category-wise clustering results using “shared subspace only representation” and “individual subspace only representation”. Using the two representations, clustering results for Blogspot data (with Flickr as auxiliary) are shown in terms of (a) cluster purity (b) average cluster entropy. Similar results for CNN data (with BBC as auxiliary) are shown in (c) and (d).

It can be clearly seen from Figure 5.4 that categories which are similar in the Blogspot and Flickr data sets are clustered well using the shared subspace representation whereas the data from Blogspot specific categories are clustered well using the individual subspace representation. Building upon this idea, we further compute the ratio of the purity values (and similarly, the ratio of entropy values) for the respective clusters in the two partitions.
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Figure 5.5: Plots depicting the ratio of category level purities (and entropies) using “shared subspace only representation” and “individual subspace only representation” (a) For a category, purity ratio greater than 1 indicates that the corresponding news feed is common to both Blogspot and Flickr whereas purity ratio less than 1 indicates that the corresponding news feed is specific to Blogspot only (b) Similar inference can be made using entropy ratio showing opposite behavior. The corresponding results for CNN-BBC data set are shown in (c) and (d).

Figure 5.5a depicts the purity ratio plot for Blogspot clusters. It can be seen from Figure 5.5a that purity ratio clearly remains higher than one for the clusters which are of common category between Blogspot and Flickr data set. Similarly, purity ratio is always lower than one for clusters which are specific to Blogspot data set. An inverse behavior can be seen from Figure 5.5b depicting entropy ratio for each category. For common categories, a value of cluster purity ratio higher than one implies that clusters obtained using shared subspace representation are purer than those obtained using individual subspace representation. We note that this phenomenon is due to the clear segregation of shared and individual subspaces. As a result, the clusters which are from the common categories of the two
data sets are clustered well (with high purity and low entropy) in shared subspace and not so well (with low purity and high entropy) in individual subspace. Exactly the opposite happens to the clusters of specific categories to Blogspot data which are clustered well in the individual rather than the shared subspace. Similar results are obtained for CNN-BBC data set and shown in Figures 5.5c and 5.5d.

5.3.3 Comparison using 20 Newsgroup Benchmark Data Set

5.3.3.1 20 Newsgroup Data Set

20-Newsgroup is one of the most widely used data set for both single domain clustering and cross-domain learning [Xu et al., 2003, Cai et al., 2008, Gu and Zhou, 2009a]. It is a collection of 20000 newsgroup documents, almost evenly divided into 20 categories. We use this data set to compare with a variety of single-domain clustering techniques and a recent multi-task clustering method proposed in Gu and Zhou [2009a]. To have a fair comparison, we create a multi-task clustering (having two tasks) data set from 20 Newsgroup documents in the same fashion as in Gu and Zhou [2009a], and use this data set (we shall refer to it as Rec-Talk as in Gu and Zhou [2009a]) for evaluating multi-task clustering capabilities of the RS-NMF model. For the first task, we include the documents from “rec.autos” and “talk.politics.guns” categories while, for the second task, we use the documents from “rec.sport.baseball” and “talk.politics.mideast” categories. This kind of splitting ensures that the two tasks are related, yet different, due to being constructed from the same categories but with different sub-categories.

5.3.3.2 Baseline Methods

We show the superiority of RS-NMF to several single-task clustering methods such as K-means (KM) in input data space, K-means followed by Principal Component Analysis (PCA+KM), Normalized Cut (Ncut) [Shi and Malik, 2000], K-means followed by Non-negative Matrix Factorization (NMF+KM) [Xu et al., 2003], adaptive subspace iteration (ASI) [Li et al., 2004] and a multi-task clustering method LSSMTC [Gu and Zhou, 2009a]. Single-domain clustering algorithms are applied on the 20 Newsgroup Rec-Talk data set in two ways (1) apply a single-domain clustering algorithm on the two tasks independently (2) apply a single-domain clustering algorithm on the two tasks by merging the data from both the tasks. Therefore, every single-domain clustering task has two versions. For example, the two versions for K-means algorithm are referred to as “KM” and “All KM”. Similarly, K-means followed by PCA are referred to as “PCA+KM” and “All PCA+KM” and so on. LSSMTC is a recent multi-task clustering algorithm closely related with our

http://people.csail.mit.edu/jrennie/20Newsgroups/
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Table 5.6: Comparison with the state-of-the-art single and multi-task clustering methods using Rec-Talk (20 Newsgroup) benchmark data set. The clustering results for LSSMTC are taken from Gu and Zhou [2009a] for reference purpose.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec (Task-1)</th>
<th>Talk (Task-2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (↑)</td>
<td>NMI (↑)</td>
</tr>
<tr>
<td>NMF+KM</td>
<td>0.6047 ± 0.13</td>
<td>0.4111 ± 0.05</td>
</tr>
<tr>
<td>Aug-NMF+KM</td>
<td>0.6421 ± 0.10</td>
<td>0.4232 ± 0.06</td>
</tr>
<tr>
<td>LSSMTC</td>
<td>0.8433 ± 0.08</td>
<td>0.4306 ± 0.06</td>
</tr>
<tr>
<td>S-NMF+KM</td>
<td>0.8253 ± 0.00</td>
<td>0.4362 ± 0.00</td>
</tr>
<tr>
<td>RS-NMF+KM</td>
<td>0.9674 ± 0.11</td>
<td>0.7933 ± 0.14</td>
</tr>
</tbody>
</table>

work with the difference that learning the shared subspace is carried out in an entirely different manner. Using Rec-Talk data set, we compare our results with LSSMTC only as LSSMTC has already been shown to outperform other baselines (comparison with NMF is not carried out) in Gu and Zhou [2009a]. We use an identical setting as used in Gu and Zhou [2009a] so that a comparison can be made with NMF+KM and the proposed RS-NMF. In addition, we also compare RS-NMF with S-NMF (a special case of RS-NMF model without any regularization) to show the benefits of regularization.

5.3.3.3 20 Newsgroup Clustering Results

To generate clustering results based on RS-NMF, we use Algorithms 5.1 (with parameters \( R_1 = R_2 = 30 \) and \( K = 18 \); learnt using the procedure described in section 5.4) followed by Algorithm 5.2. For NMF and S-NMF, instead of Algorithm 5.1, we use equivalent subspace learning algorithm and then use K-means as in Algorithm 5.2. Table 5.6 presents the comparison of RS-NMF with the above-mentioned baselines (S-NMF, LSSMTC and various single-task clustering methods) using Rec-Talk data set. For the experiment, the number of clusters for each task were set to 2 as in Gu and Zhou [2009a]. Since the algorithms are iterative, each algorithm was run 50 times and we report the mean value along with standard deviations. The clustering results for LSSMTC were reported in Gu and Zhou [2009a] under identical settings. We use those results here for a comparison with other NMF based methods.

It can be seen from Table 5.6 that all three shared subspace learning methods (LSSMTC, S-NMF+KM and RS-NMF+KM) clearly outperform NMF+KM for Rec data set (Task-1) whereas only RS-NMF outperforms NMF+KM for Talk data set (Task-2). This improvement in performance stems from the ability of RS-NMF to exploit the knowledge available
in auxiliary domains and transfer it to the target task appropriately without any negative transfer learning. Note that when single-task clustering algorithms are used on the combined data of Task-1 and Task-2, they do not necessarily perform better since the data distribution differs between the two tasks and simply combining them may even lead to negative knowledge transfer. This can be clearly seen in the case of Aug-NMF+KM results for Talk data set. When comparing shared subspace learning methods, we can see that RS-NMF+KM (and S-NMF+KM except on Task-1) outperforms LSSMTC. This is because, although LSSMTC learns a shared subspace to exploit the common knowledge between the two tasks, it forces common centroids for each task. This is too restrictive to model real world data because, in spite of sharing a subspace, the two data sources would usually have different coordinates in the shared subspace and their clusters need not share the cluster centroids. When comparing the results of RS-NMF and S-NMF, we see that RS-NMF clearly outperforms S-NMF. This is due to the regularization scheme imposed through RS-NMF formulation. Through regularization, RS-NMF tries to get subspaces corresponding to \( W, U \) and \( V \) matrices such that they are mutually disjoint. This separates the common knowledge between the tasks from their individual knowledge and transfers only the common knowledge through matrix \( W \) whereas S-NMF does not force any such regularization. Due to the lack of regularization in S-NMF, the matrix \( W \) may contain basis vectors representing not only common structures but also some individual structures (usually happens for strong topics). This causes negative knowledge transfer (compare NMF+KM and S-NMF+KM results for Talk data set) and results in suboptimal performance.

5.4 Learning Parameters and Convergence Behavior

In this section, we provide a way to learn the various parameters required for our regularized shared subspace learning framework proposed in section 5.1.

5.4.1 Regularization Parameters

Consider the regularization term used in Eq (5.2)

\[
R(W, U, V) = \alpha \| W^T U \|_F^2 + \beta \| W^T V \|_F^2 + \gamma \| U^T V \|_F^2
\]

(5.14)

Each element in matrices \( W^T U, W^T V \) and \( U^T V \) has a value between 0 and 1 as each column of \( W, U \) and \( V \) is normalized to \( L_2 \)-norm 1. Therefore, it is appropriate to normalize the term having \( \| W^T U \|_F^2 \) by \( K_w K_u \) since there are \( K_w \times K_u \) elements in \( W^T U \).
Similarly, \( \|W^T V\|_F^2 \) and \( \|U^T V\|_F^2 \) are normalized by \( K_w K_v \) and \( K_u K_v \) respectively. Except for these differences in normalization, we treat the regularization for all three terms in Eq (5.14) equally, i.e. weighting them by a common factor \( a \). Explicitly speaking, we use \( \alpha = \frac{a}{K_w K_u} \), \( \beta = \frac{a}{K_w K_v} \) and \( \gamma = \frac{a}{K_u K_v} \) where \( K_w \triangleq K \), \( K_u = R_1 - K \), \( K_v = R_2 - K \) and \( a \) is a common regularization factor for each orthogonalization. By increasing the value of \( a \), we obtain solutions which become increasingly mutually orthogonal (i.e. \( R(W, U, V) \) moves closer to zero) but at the same time, it also causes an increase in the joint factorization error, i.e. \( \lambda_X \|X - [W | U] H\|_F^2 + \lambda_Y \|Y - [W | V] L\|_F^2 \). This necessitates a trade-off between the data-fitting and mutual orthogonality. Motivated by this, when we look at the combined objective function of optimization problem \( \Pi \), we find that there exists an optimum value for \( a \). Figure 5.6 shows the variations of combined objective function w.r.t the parameter \( a \). We can see that, for all the data sets except Rec-Talk, the optimum value of \( a \) is 100 whereas the optimum value of \( a \) for Rec-Talk data set is 10. Even for Rec-Talk, \( a = 100 \) achieves a value of combined objective function almost equal to the optimum value. Therefore, the parameter \( a \) can be fixed at 100 for most of the real-world data sets.

Figure 5.6: Variations in cost function w.r.t. the regularization parameter for various target/auxiliary pairs.
5.4.2 Subspace Dimensionality

The dimensionality of shared and individual subspaces can be determined by estimating the number of significant nonnegative basis vectors used for fitting the data. In particular, the subspace dimensionalities $R_1$ and $R_2$ can be estimated from nonnegative matrix factorization of matrices $X$ and $Y$ respectively with increasing value of basis vectors. We plot the rate of change of factorization error ($\Delta_k$) with respect to the number of basis vectors where $\Delta_k = 1 - \frac{E_{k+1}}{E_k}$ and $E_k$ is the converged NMF factorization error at the number of basis vectors used at $k$-th index. As can be seen from Figure 5.7, $\Delta_k$ decreases sharply in the beginning and then, becomes almost constant. In other words, after a certain value of the number of basis vectors, the value of $\Delta_k$ saturates inspite of further increases in the number of basis vectors - indicating that the number of basis vectors have already reached the inherent true dimensionality. As a conservative estimate, the number of basis vectors are set to a value after which $\Delta_k$ reduces to a value less than 1%. The first seven plots in Figure 5.7 (a-g) show the variation of $\Delta_k$ w. r. t. the number of basis vectors ($R$) for each data set. Since we have generated these plots at an interval of 5, we choose the best value within the selected interval based on the task performance.

For selecting the shared subspace dimensionality, i.e. $K$, we use a similar strategy as above. Assuming that $H_w$ and $L_w$ are full-rank (which is always the case if $N_1 > K$ and $N_2 > K$) and $W$, $U$ and $V$ are mutually orthogonal, $K$ can be estimated from the nonnegative matrix factorization of matrix $X^TY$. Consider,

$$X^TY \approx H^T \begin{bmatrix} W^T W & W^T V \\ U^T W & U^T V \end{bmatrix} L = H^T \begin{bmatrix} W^T W & 0 \\ 0 & 0 \end{bmatrix} L = \left( H^T W^T \right) (WL_w)$$

which is a product of two nonnegative matrices. Using above observation, we compute the nonnegative matrix factorization of $X^TY$ with increasing numbers of basis vectors. Once the number of basis vectors reaches the true matrix rank, the rate of change of the cost function ($\Delta_k$) becomes minimal inspite of further increases in the number of basis vectors. Again, we select a value for the number of basis vectors after which $\Delta_k$ reduces to a value less than 1% and set this value as $K$. The last five plots in Figure 5.7 (h-l) show the variation of $\Delta_k$ w. r. t. the number of shared basis vectors ($K$) for data set pairs (target/auxiliary) used in our experiments section. Again, after selecting a particular interval with 1% criteria, the best value within the selected interval is chosen based on the task performance.
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Figure 5.7: Subspace dimensionality plots; the variations w.r.t. the total subspace dimensionalities are shown in (a)-(g) whereas those w.r.t. the shared subspace dimensionalities are shown in (h)-(l).
5.4.3 Convergence Behavior

In section 5.1.3, we have shown that the iterative updates in Eqs (5.4–5.7) are convergent. Here, we empirically show the convergence behavior of RS-NMF for all the target/auxiliary pairs (e.g. Blogspot-Flickr, CNN-BBC etc) used for the experiments. Figure 5.8 shows that RS-NMF converges within almost 50 iterations for each target/auxiliary data set pair. Moreover, we note that the time taken per iteration for RS-NMF remains similar to the standard NMF as the order of complexity for both NMF and the RS-NMF is the same.

![Figure 5.8: Convergence behavior of RS-NMF for various target and auxiliary data set pairs.](image)

5.5 Extension to Multiple Data Sources

In this section, we extend the regularized shared subspace learning framework to multiple data sources having an arbitrary sharing configuration in the same fashion along the lines of MS-NMF. We term this framework as RMS-NMF. Before proceeding further, let us recall some of the notations used in chapter 4. For a set of \( n \) data sets having an arbitrary sharing configuration, \( S(n) \) denotes the power set of \( \{1,2,\ldots,n\} \). For each \( i = 1,\ldots,n \), let the index set associated with the \( i \)-th data source be defined as \( S(n,i) = \{ v \in S(n) \mid i \in v \} \). Using this notation, our proposed joint matrix factorization for \( n \) data sources can be written as
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\[
X_i = W_i \cdot H_i = \sum_{v \in S(n,i)} W_v \cdot H_{i,v}
\]

If we explicitly list out the subspace indices of \( i \)-th data source as \( S(n,i) = \{v_1, v_2, \ldots, v_Z\} \) (where \( Z = 2^n - 1 \)), \( W_i \) and \( H_i \) can then be written as

\[
W_i = \begin{bmatrix} W_{v_1} & W_{v_2} & \cdots & W_{v_Z} \end{bmatrix}, \quad H_i = \begin{bmatrix} H_{i,v_1} \\ \vdots \\ H_{i,v_Z} \end{bmatrix}
\]

Using the above notation, we note that the subspace matrices \( W_{v_z} \) for different \( z \) may capture basis vectors which are redundant and not segregated well. This problem can be addressed by using a regularization scheme as discussed earlier in this chapter. In the case of multiple data sources, each of the \( W_{v_z} \) should be mutually orthogonal with other matrices. Formally, the regularization scheme aims to achieve the following relation

\[
W_{v_zj}^T W_{v_zk} = 0, \text{ for every } j, k \text{ such that } j \neq k \quad (5.15)
\]

Incorporating the above mutual orthogonality constraint in the cost function of Eq (4.5) (used for MS-NMF), the modified cost function can be written as the following

\[
J(W, H) = \sum_{i=1}^{n} \lambda_i \left\| X_i - \sum_{v \in S(n,i)} W_v \cdot H_{i,v} \right\|_F^2 + \sum_{j,k=1}^{Z} \mu_{jk} W_{v_zj}^T W_{v_zk} \quad (5.16)
\]

where \( \mu_{jk} = \frac{\mu}{K_{v_zj} \times K_{v_zk}} \) and \( K_{v_z} \) comes from the size of \((M \times K_{v_z})\) dimensional matrix \( W_{v_z} \). Note that the similar regularization parameter is chosen for RS-NMF and is motivated in section 5.4.1. The objective function in Eq (5.16) can be minimized following the same lines of RS-NMF described earlier in this chapter. The multiplicative update for \( W_v \) in this case, is given as

\[
(W_v)_{lk} \leftarrow (W_v)_{lk} \frac{\left( \sum_{i \in v} \lambda_i X_i \cdot H_{i,v}^T \right)_{lk}}{\left( \sum_{i \in v} \lambda_i X_i^{(t)} \cdot H_{i,v}^T + \sum_{u \neq v} \left( \frac{\mu}{K_u K_v} W_u W_u^T W_v \right) \right)_{lk}} \quad (5.17)
\]

Update equations for matrices \( H_{i,v} \) do not get affected from the regularization. Therefore, these updates remain similar to the MS-NMF case and are given in Eq (4.11). As can be verified by inspection from Eq (5.17) that, for two data source case, i.e. when \( n = 2 \), Eq (5.17) reduces to Eqs (5.4-5.6). Similarly, when no regularization is imposed, e.g. the problem setting of MS-NMF, Eq (5.17) reduces to Eq (4.10). The convergence of above updates can be proved along the same lines as RS-NMF.
5.6 Discussion

In this chapter, we have presented a regularized shared subspace learning framework which captures the commonalities (through a shared subspace) and differences (through individual subspaces) of the related data sources while ensuring segregation of the constituent subspaces. This segregation is important in dealing with imbalanced real-world data sets, where without such a segregation, negative transfer learning [Rosenstein et al., 2005] may occur when transferring the common knowledge across different sources. To achieve such segregation between the shared and individual subspaces, our framework imposes a set of mutual orthogonality constraints. To solve the resulting constrained-optimization problem, we have derived efficient iterative multiplicative updates and show that convergence of these iterative updates is mathematically guaranteed. Based on the proposed framework, we have developed efficient social media retrieval and clustering algorithms and demonstrated them using three real-world social media and news data sets. Our experiments consistently validate the effectiveness of the proposed regularized model (RS-NMF) by achieving better performance compared to the unregularized counterpart (S-NMF) for both retrieval and clustering applications using three real world data sets. In addition, comparisons made with various state-of-the-art single and multi-task clustering techniques using both social media and news data sets demonstrate the effectiveness of RS-NMF for multi-task clustering. While in the major part of the chapter we have focused on the regularized subspace learning for two data sources, we have shown that the proposed approach can readily be extended to model multiple data sources with arbitrary sharing configurations along the lines of MS-NMF.

In the previous chapters, we have developed various shared subspace learning models for the nonnegative data, the similar models for mixed-sign data are highly desirable. Another direction is to extend these models by treating the factorization matrices probabilistically allowing us to deal with uncertainties of the real-world data in an effective manner. In fact, we can address both these above limitations simultaneously by proposing probabilistic shared subspace learning without imposing any constraints of nonnegativity. This is the subject of the next chapter.
Chapter 6

Bayesian Shared Subspace Learning

In this chapter, we depart from the nonnegative matrix factorization based models in two ways. First, we aim to develop a framework alternative to MS-NMF (described in chapter 4), which can model the mixed-sign data from multiple sources, not merely the nonnegative data. Second, we would like to have a probabilistic model that can effectively handle the uncertainties of real world data. To achieve these goals in a unified manner, we develop a fully Bayesian framework that can jointly model the data from multiple data sources without assuming nonnegative constraints. Carrying forward the idea of shared subspace learning, the proposed framework allows multiple data sources to exploit their collective and individual strengths through probabilistic shared and individual subspaces. Being a Bayesian framework, this yields a probability distribution over the shared and individual subspaces – a feature that is important for dealing with uncertainties and model overfitting.

The proposed framework is based on the state-of-the-art Bayesian probabilistic matrix factorization (BPMF) model, recently proposed in Salakhutdinov and Mnih [2008]. We extend BPMF to enable joint modeling of multiple data sources through shared and individual subspaces, and derive inference algorithms using Rao-Blackwellized Gibbs Sampling (RBGS). In spite of being a Bayesian technique, which is usually conceived as computationally expensive, the BPMF model has been shown to be efficient and applied on large scale data sets. While developing the extension of BPMF for multiple data sources, we ensure that the efficiency of BPMF is retained. To demonstrate the usefulness of our approach, we choose the same applications as in chapter 4, i.e., improving social media retrieval using auxiliary sources, and cross-media retrieval. We use three disparate data sources – Flickr, YouTube and Blogspot – to show the effectiveness of the proposed probabilistic shared subspace learning framework.

This chapter is organized as follows. Section 6.1 presents the Bayesian shared subspace learning (BSSL) formulation and describes Gibbs sampling based inference procedure. Sec-
6.1 Bayesian Shared Subspace Learning (BSSL)

We introduce a framework for learning individual and shared subspaces across an arbitrary number of data sources. Let a set of $n$ data sources be represented by data matrices $X_1, \ldots, X_n$, which, for example, can be term-document matrices (each row a word and each column a document with $tf$-$idf$ features [Baeza-Yates and Ribeiro-Neto, 1999]) for retrieval applications or user rating matrices (each row a user and each column an item with ratings as features) for collaborative filtering applications. We assume that matrices $X_i$ have the same number of rows. Whenever this is not the case, one can always merge the vocabularies of each data source to form a common vocabulary. Following the notation of chapter 4 that was developed for indexing shared and individual subspaces for multiple data sources, our proposed shared subspace learning framework seeks a set of expressions in the following form, for $i = 1, \ldots, n$

$$X_i = W_i \cdot H_i + E_i = \sum_{v \in S(n,i)} W_v \cdot H_{i,v} + E_i, \quad i = 1, \ldots, n$$  \hspace{1cm} (6.1)

It is also clear from Eq (6.1) that the total subspace $W_i$ and its corresponding encoding matrix $H_i$ for the $i$-th data matrix are horizontally augmented matrices over all $W_v$ and vertically augmented over all $H_{i,v}$ for $v \in S(n,i)$ respectively. That is, if we explicitly list the elements of $S(n,i)$ as $S(n,i) = \{v_1, v_2, \ldots, v_Z\}$ then $W_i, H_i$ are

$$W_i = [W_{v_1} \mid W_{v_2} \mid \ldots \mid W_{v_Z}] \quad \text{and} \quad H_i = \begin{bmatrix} H_{i,v_1} \\
\vdots \\
H_{i,v_Z} \end{bmatrix}$$ \hspace{1cm} (6.2)

As an example of the above factorization, when $n = 2$, we create three subspaces: a shared subspace matrix $W_{12}$ and two individual subspaces $W_1, W_2$. We thus write $X_1$ and $X_2$ as

$$X_1 = \left[ W_{12} \mid W_1 \right] + E_1 \quad \text{and} \quad X_2 = \left[ W_{12} \mid W_2 \right] + E_2$$ \hspace{1cm} (6.3)

6.1.1 Bayesian Representation

We treat the residual errors $(E_i)$ probabilistically and model each $E_i, \forall i$ as i.i.d. and normally distributed with mean zero and precisions $\Lambda_{X_i}$. Although we consider Bayesian
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Figure 6.1: Directed graphical representation of BSSL (shown for a special case of two data sources, i.e. \( n = 2 \)).

shared subspace learning for an arbitrary number of data sources, for simplicity, we show the graphical model for the case of two data sources in Figure 6.1. For each \( i \in \{1, 2, \ldots, n\} \) and \( v \in S(n, i) \), our probabilistic model is then given as

\[
p(X_i(m, l) \mid W_i, H_i, \Lambda_{X_i}) = \mathcal{N}(X_i(m, l) \mid W_i^{(m)}, H_i^{[l]}, \Lambda_{X_i}^{-1}) \tag{6.4}
\]

\[
p(W_v \mid \mu_{W_v}, \Lambda_{W_v}) = \prod_{m=1}^{M} \mathcal{N}(W_v^{(m)} \mid \mu_{W_v}, A_{W_v}^{-1}) \tag{6.5}
\]

\[
p(H_i \mid \mu_{H_i}, \Lambda_{H_i}) = \prod_{l=1}^{N_i} \mathcal{N}(H_i^{[l]} \mid \mu_{H_i}, A_{H_i}^{-1}) \tag{6.6}
\]

where \( B^{(m)} \) denotes the \( m \)-th row, i.e. \( B(m,:) \) while \( B^{[l]} \) denotes the \( l \)-th column, i.e. \( B(:,l) \) of a matrix \( B \). Since \( E_i \)'s are i.i.d., we set \( \Lambda_{X_i} = \alpha_{X_i}I \) for each \( i \). Going fully Bayesian, we further use a normal-Wishart prior on the parameters \( \{\mu_{W_v}, \Lambda_{W_v}\} \). The normal-Wishart prior is given by

\[
p(\mu_{W_v}, \Lambda_{W_v} \mid \Psi_0) = \mathcal{N}(\mu_{W_v} \mid \mu_0, (s_0 \Lambda_{W_v})^{-1}) \mathcal{W}(\Lambda_{W_v} \mid \Delta_0, \nu_0) \tag{6.7}
\]

where \( \mathcal{W}(\cdot \mid \Delta_0, \nu_0) \) is Wishart distribution with \( K_v \times K_v \) scale matrix \( \Delta_0 \) and \( \nu_0 \) degree of freedom. Similar priors are placed on the parameters \( \{\mu_{H_i}, \Lambda_{H_i}\} \). For future reference, we define all the hyperparameters as \( \Psi_0 \triangleq \{\mu_0, s_0, \Delta_0, \nu_0, \alpha_{X_1}, \ldots, \alpha_{X_n}\} \).
6.1.2 Gibbs Inference

Given data matrices \( \{ X_i \}_{i=1}^{n} \), the goal of BSSL is to learn the factor matrices \( W_v \) and \( H_i \) for all \( i \in \{ 1, 2, \ldots n \} \) and \( v \in S(n, i) \). In our Bayesian setting, this translates to performing posterior inference on the distribution of random (row or column) vectors from \( W_v \) and \( H_i \). Since we are treating these vectors as Gaussian with proper conjugate prior normal-Wishart distribution, posterior inference can be conveniently carried out using Gibbs sampling, which is guaranteed to converge asymptotically.

In a typical Gibbs sampling setting, our state space for sampling is \( \{ W_v, \mu W_v, \Lambda W_v \} \) and \( \{ H_i, \mu H_i, \Lambda H_i \} \) conditioned on the hyperparameters \( \Psi_0 \) and data \( \{ X_i \}_{i=1}^{n} \). However, \( \{ \mu W_v, \Lambda W_v \} \) and \( \{ \mu H_i, \Lambda H_i \} \) are nuisance parameters which can be integrated out to reduce the auto-covariance of the Gibbs samples and provide better mixing of Markov chain [Liu, 1994]. This scheme is known as collapsed Gibbs sampling or Rao-Blackwellized Gibbs Sampling [Casella and Robert, 1996, Sudderth, 2006].

After integrating out these nuisance parameters, our state space reduces to only the factor matrices \( \{ W_v, H_i \} \) for all \( i \in \{ 1, 2, \ldots n \} \) and \( v \in S(n, i) \). Our Gibbs sampler then iteratively samples each row of \( W_v \) and column of \( H_i \) conditioned on the observed data and the remaining set of variables in the state space from the previous Gibbs iteration. Algorithm 6.1 outlines these sampling steps while the rest of this section shall briefly explain how to obtain the Gibbs conditional distributions as in Eqs (6.10-6.13).

Recalling \( W_i \) and \( H_i \) from Eq. (6.2), the conditional distribution over \( W_v^{(m)} \), conditioned on matrices \( W_u \) for all \( u \in S(n, i) \) except \( v \), all the rows of matrix \( W_v \) except \( m \)-th row (denoted by \( W_v^{(-m)} \)), the coefficient matrices \( H_i \) for all \( i \), observed data \( X_i \) for all \( i \) and the hyperparameters \( \Psi_0 \), is given by

\[
p\left(W_v^{(m)} \mid X_{1:n}, W_v^{(-m)}, W_{u \in S(n,i)\backslash u \neq v}, H_{1:n}, \Psi_0 \right) \\
\propto \prod_{i=1}^{n} \prod_{l=1}^{N_i} p\left(X_i (m, l) \mid W_i^{(m)} H_i^l, \Lambda_{X_i}^{-1} \right) \times p\left(W_v^{(m)} \mid W_v^{(-m)}, \Psi_0 \right)
\]  

(6.8)

Note that the above posterior is proportional to the data-likelihood as a function of \( W_v^{(m)} \) and \( H_i \) for each \( i \) and the predictive distribution of \( W_v^{(m)} \) given \( W_v^{(-m)} \). The predictive distribution of \( W_v^{(m)} \) conditioned on \( W_v^{(-m)} \) and \( \Psi_0 \) is obtained by integrating over the parameters of the normal–inverse–Wishart posterior distribution and is multivariate Student–t [Gelman, 2004]. Assuming \( \nu_l > K_v + 1 \), this predictive density has finite covariance and is known to be approximated well by a normal distribution through matching the first two moments [Gelman, 2004]. Thus, the predictive distribution is given as
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Algorithm 6.1 Rao-Blackwellized Gibbs Sampling (RBGS) for BSSL.

1: **Input:** Hyperparameters $\Psi_0$, number of samples $L$.

2: For each $i$, initialize matrices $W_i, H_i$ randomly.

3: for $r = 1, \ldots, L$ do

4: For each $v$, draw $r$-th sample $[W_v]^r$ from normal distribution parameterized by Eqs.(6.10–6.11).

5: For each $i$, draw $r$-th sample $[H_i]^r$ from normal distribution parameterized by Eqs.(6.12–6.13).

6: end for

7: For each $v$ and $i$, get an estimate of $W_v$ and $H_i$ using the Gibbs samples as $W_v \approx \frac{1}{L} \sum_{r=1}^{L} [W_v]^r$, $H_i \approx \frac{1}{L} \sum_{r=1}^{L} [H_i]^r$.

8: **Output:** Samples $\{[W_v]^r\}_{r=1}^{L}, \{[H_i]^r\}_{r=1}^{L}$ and estimates $W_v, H_i$ for each $v$ and $i$.

$$p \left( W_v^{(m)} \mid W_v^{(-m)}, \Psi_0 \right) \approx \mathcal{N} \left( W_v^{(m)} \mid \mu_{W_v^{(m)}}, \Lambda_{W_v^{(m)}} \right) \quad (6.9)$$

where

$$\mu_{W_v^{(m)}} = \frac{s_0 \mu_0 + \sum_{l \neq m}^M W_v^{(l)}}{s_0 + (M - 1)} \quad \text{and} \quad \Lambda_{W_v^{(m)}} = \frac{(s_m + 1) \Delta_m^{-1}}{s_m (\nu_m - K_{W_v} - 1)},$$

$$\Delta_m^{-1} = \Delta_0^{-1} + \sum_{l \neq m}^M \frac{W_v^{(l)} (W_v^{(l)})^T}{s_0 + (M - 1)} \left( \mu_0 - \bar{\mu}_{W_v^{(-m)}} \right) \left( \mu_0 - \bar{\mu}_{W_v^{(-m)}} \right)^T,$$

$$\bar{\mu}_{W_v^{(-m)}} \triangleq \frac{1}{(M - 1)} \sum_{l \neq m}^M W_v^{(l)}, \quad s_m = s_0 + M - 1, \quad \nu_m = \nu_0 + M - 1, \quad W_v \in \mathbb{R}^{M \times K_v}$$

Using Eqs (6.8) and (6.9), the posterior distribution can be written as

$$p \left( W_v^{(m)} \mid X_{1:n}, W_v^{(-m)}, W_{(u:\bar{u})v}, H_{1:m}, \Psi_0 \right) = \mathcal{N} \left( W_v^{(m)} \mid \mu_{W_v^{(m)}}, \Lambda_{W_v^{(m)}} \right) \quad \text{where}$$

$$\Lambda_{W_v^{(m)}} = \Lambda_{W_v^{(m)}}^{\text{pred}} + \sum_{i=1}^n H_{i,v} \Lambda X_i H_{i,v}^T \quad (6.10)$$

$$\left( \mu_{W_v^{(m)}} \right)^T = \left[ \Lambda_{W_v^{(m)}}^{\text{pred}} \right]^{-1} \mu_{W_v^{(m)}}^{\text{pred}} + \sum_{i=1}^n H_{i,v} \Lambda X_i \left( A_i^{(m)} \right)^T \quad (6.11)$$

and $A_i^{(m)} \triangleq X_i^{(m)} - \sum_{u:u \neq v} W_u^{(m)} H_{i,u}$. Similar to $W_v^{(m)}$, the posterior distribution over the $l$-th column of matrix $H_i$ conditioned on its remaining columns is normally distributed with mean vector and precision matrix as
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\[
\Lambda_{H_i}^{\text{post}} = \Lambda_{H_i}^{\text{pred}} + W_i^T \Lambda X_i W_i \tag{6.12}
\]

\[
\mu_{H_i}^{\text{post}} = \left[ \Lambda_{H_i}^{\text{post}} \right]^{-1} \left[ \Lambda_{H_i}^{\text{pred}} \mu_{H_i}^{\text{pred}} + W_i^T \Lambda X_i X_i^T \right] \tag{6.13}
\]

6.1.3 Subspace Dimensionality and Complexity Analysis

Let the number of rows in \( X_1, \ldots, X_n \) be \( M \) and the number of columns be \( N_i \), giving \( M \times N_i \) dimension for \( X_i \). Since each \( W_i \) consists of an augmentation of individual and shared subspaces \( W_v \), we use \( K_v \) to denote the number of basis vectors in \( W_v \). Assuming \( R_i \) to be the total number of basis vectors in \( W_i \), we have \( \sum_{v \in S(n,i)} K_v = R_i \). Determining the value of \( K_v \) is a model selection problem and depends upon the common features among various data sources. Similar to MS-NMF, we use a rule of thumb as \( K_v \approx \sqrt{M_v/2} \) where \( M_v \) is the number of common features in sharing configuration \( v \). Following the above notation for the dimensionalities of matrices, for each \( i \in \{1, 2, \ldots, n\} \), assuming \( R_i < M \) (generally the case for real world data), the complexity of sampling \( H_i \) matrices from its posterior distributions is \( O(M \times N_i \times R_i) \) whereas the complexity involved in sampling \( W_i \) matrices from its posterior distributions is \( O(M \times N_i \times R_i^2) \). Thus the computation complexity of BSSL remains similar to BPMF model [Salakhutdinov and Mnih, 2008] and does not grow any further.

6.2 Social Media Applications

We demonstrate the usefulness of BSSL in two real world applications. (1) Improving social media retrieval in target medium with the help of multiple related auxiliary social media sources. (2) Retrieving items across multiple social media sources. The first application can be seen as an multi-task learning application, whereas the second application is a direct manifestation of mining from multiple data sources.

6.2.1 Improving Social Media Retrieval using Auxiliary Sources

Let the tag-item matrix of the target medium (from which retrieval is to be performed) be denoted as \( X_k \). Further, let us assume that we have many other auxiliary media sources which share some features with the target medium. Let the tag-item matrices of these auxiliary media be denoted by \( X_j, j \neq k \). In a multi-task learning setting, we leverage these auxiliary sources to improve the retrieval precision for the target medium, and given a set of query keywords \( S_Q \), a vector \( q \) of length \( M \) (vocabulary size) is constructed by putting \( tf-idf \) values at each index where the vocabulary contains a word from the keywords set or else setting it to zero. Next, we follow Algorithm 6.2 for BSSL based retrieval.
6.2.2 Cross-Social Media Retrieval

To retrieve items across media, we use the common subspace among them along with the corresponding coefficient matrices for each medium. As an example, for \( n = 3 \) (three media sources), we use the common subspace matrix \( W_{123} \) and coefficient matrices \( H_{1,123} \), \( H_{2,123} \) and \( H_{3,123} \) for first, second and third medium respectively.

Similar to subsection 6.2.1, we construct a vector \( q \) of length \( M \) using a set of query keywords \( S_Q \). We proceed similar to Algorithm 6.2 with the following differences. Given \( q \), we wish to retrieve relevant items from each domain, which is performed by projecting \( q \) onto the augmented common subspace matrix (\( W_{123} \) for the case when \( n = 3 \) media sources) to get its representation \( h \) in the common subspace. Next, we compute similarity between \( h \) and the columns of matrices \( H_{1,123} \), \( H_{2,123} \) and \( H_{3,123} \) (the representation of media items in the common subspace spanned by columns of \( W_{123} \)) to find similar items from medium 1, 2 and 3 respectively. The results are ranked based on these similarity scores either individually or jointly.

For both retrieval applications, we use cosine-similarity as it seems to be more robust than Euclidean distance based similarity measures in high-dimensional spaces. As we are dealing with distributions, we also tried out KL-divergence based similarity measures, but cosine-similarity gives better results.

Algorithm 6.2 Social Media Retrieval using BSSL.

1: **Input:** Target \( X_j \), auxiliaries \( X_k \), \( k \neq j \), query \( q \), set of items from medium \( j \), denoted as \( I = \{I_1, I_2, \ldots, I_{N_j}\} \), number of items to be retrieved \( N \).

2: Get Gibbs estimates of \( W_j \) and \( H_j \) using Algorithm 6.1.

3: Project \( q \) onto the subspace spanned by \( W_j \) to get \( h \) as \( h = W_j^\dagger q \) where \( \dagger \) is Moore-Penrose pseudoinverse of a matrix.

4: For each item (indexed by \( m \)) in \( X_j \), with its subspace representation \( h_m = m\)-th column of \( H_j \), compute its cosine similarity with query projection \( h : \text{sim}(h, h_m) = \frac{h^\top h_m}{\|h\|_2 \|h_m\|_2} \)

5: **Output:** Return the top \( N \) items in decreasing order of similarity.

6.3 Experiments

6.3.1 Data Set

For social media retrieval, we conduct our experiments on the same social media data set (created from Blogspot, Flickr and YouTube websites) that was utilized for demonstrating
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MS-NMF in chapter 4 and is already described in section 4.3.1.

6.3.2 Subspace Learning and Parameter Setting

For clarity, let us denote YouTube, Flickr and Blogspot tag-item matrices as $X_1$, $X_2$ and $X_3$ respectively. To learn BSSL based factorization, we use Eqs (6.10)–(6.13) to sample $W$ and $H$ matrices. Recalling the notation $K_v$ (dimensionality of subspace spanned by $W_v$), for learning factorization, we set the individual subspace dimensions as $K_1 = K_2 = K_3 = 10$, pairwise shared subspace dimensions as $K_{12} = K_{23} = K_{13} = 15$, and the common to all subspace dimension as $K_{123} = 25$. To obtain these parameters, we first initialize them using the heuristic described in Mardia et al. [1979] and then do cross-validation based on retrieval precision. In addition, we also set the error precisions $\alpha_{X_1} = \alpha_{X_2} = \alpha_{X_3} = 2$, hyperparameters $\mu_0 = [0, \ldots, 0]^T$, $s_0 = 1$, $\Delta_0 = I$ and $\nu_0 = K_v$ for corresponding $W_v$, $H_{i,v}$. The values of $\alpha_{X_i}$ depend upon the quality of the tags and a small value implies high tag uncertainty. For the data set described above, Gibbs sampling usually takes around 50 iterations to converge (convergence plots are omitted due to space restrictions), however, we collect 100 samples to ensure convergence. The first 20 samples are rejected for “burn-in” and the remaining 80 Gibbs samples are averaged to get an estimate of $W_v$, $H_{i,v}$ matrices.

6.3.3 Experiment 1 : Improving Social Media Retrieval using Auxiliary Sources

To carry out our experiments, we choose YouTube as the target data set and Blogspot and Flickr as auxiliary data sets. To perform BSSL based retrieval from YouTube, we first generate samples of basis matrix $W_1 \triangleq [W_1 \mid W_{12} \mid W_{13} \mid W_{123}]$ and representation matrix $H_1 \triangleq [H_{1,1} \mid H_{1,12} \mid H_{1,13} \mid H_{1,123}]$ according to Eqs (6.10)–(6.13) and then get an estimate of $W_1$ and $H_1$ following Algorithm 6.2.

To compare the performance with other methods, we choose three baselines. The first baseline performs retrieval by matching the tag-lists of videos without any subspace learning. To get the similarity with other items, Jaccard coefficient\(^1\) is used and the results are ranked based on the similarity scores. For the other two baselines, we have chosen models that allow modeling of mixed-signed data for having a comparison based on common setting. The second baseline is retrieval based on subspace learning using Principle Component Analysis (PCA). For the third baseline, we use a recent state-of-the-art BPMF model proposed in Salakhutdinov and Mnih [2008] for Bayesian matrix factorization. For both second and third baselines, we do not use any auxiliary data (e.g. tags of Flickr or Blogspot) and use the tags of YouTube only, but increase the YouTube datasize so as to

\(^1\)Jaccard $(A, B) = \frac{|A \cap B|}{|A \cup B|}$. 
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keep the total datasize equal to the combined data (target + auxiliary) used for the first baseline to make the comparison fair.


Since there is no public groundtruth available, we manually go through the set of retrieved items and evaluate the results.

Figure 6.2 compares the retrieval performance of BSSL with all the baselines in terms of precision-scope (P@N) curve\(^2\), mean average precision (MAP) and 11-point precision-recall curve Baeza-Yates and Ribeiro-Neto [1999]. Figure 6.2 clearly shows that BSSL outperforms the baselines in terms of all three evaluation criteria. Although, BPMF performs better than PCA due to its ability to handle uncertainties well, it can not surpass BSSL as it is confined to the tag data of YouTube only. Intuitively, BSSL is able to utilize the related data from auxiliary sources and resolve the tag ambiguities by reducing the subjectivity and incompleteness of YouTube tags. In essence, the use of multiple sources in subspace learning helps discover improved tag co-occurrences and gives better results.

![Figure 6.2: YouTube retrieval results using auxiliary sources Flickr and Blogspot (a) precision-scope, MAP (b) 11-point interpolated precision-recall; for tag-based matching (baseline 1), PCA (baseline 2), BPMF [Salakhutdinov and Mnih, 2008] (baseline 3) and the proposed BSSL.](image)

6.3.4 Experiment 2: Cross-Social Media Retrieval

The effectiveness of BSSL for cross-media retrieval is demonstrated using the YouTube-Flickr-Blogspot data set with the subspace learning parameters as described in subsection 6.3.2. For evaluation, we again use precision-scope (P@N), mean average precision (MAP)\(^2\) for example, P@10 is the retrieval precision when considering the top 10 retrieved items.
and 11-point interpolated precision-recall curves. The precision and recall measures for cross-media retrieval are already defined in Eq (4.16) of chapter 4.

As far as baselines are concerned, we note that both BPMF and PCA are not applicable for cross-media retrieval as they do not support analysis of multiple data sources in their standard form. Therefore, we compare the performance of BSSL against tag-based matching (based on Jaccard coefficient without any subspace learning) only. Other works on cross-media retrieval [Yang et al., 2009, Yi et al., 2008] use the concept of a Multimedia Document (MMD), which requires co-occurring multimedia objects on the same webpage which is not available in our case. Therefore, these methods can not be applied directly.

Figure 6.3 depicts the cross-media retrieval results across all three media - Blogspot, Flickr and YouTube. To generate the graphs, we again average the retrieval results over the query set $Q$ defined in subsection 6.3.3. It can be seen from Figure 6.3 that BSSL significantly outperforms tag based matching in terms of all three evaluation criteria. Improvement in terms of MAP criteria is around 13%. This improvement in performance is due to the learning of shared subspaces which not only handle the problem of ‘synonymy’ and ‘polysemy’ in tag-space, but also the uncertainties probabilistically.

![Figure 6.3: Cross-media retrieval results: (a) precision-scope, MAP (b) 11-point interpolated precision-recall; for tag-based matching and the proposed BSSL.](image)

6.4 Discussion

We have presented a Bayesian framework to learn individual and shared subspaces from multiple data sources and demonstrated its application to social media retrieval across single and multiple media. Our framework, being based on the principle of Bayesian probabilistic matrix factorization (BPMF) [Salakhutdinov and Mnih, 2008], provides an efficient algorithm to learn the subspace. Inference based on Rao-Blackwellized Gibbs
sampler (RBGS) provides better Markov chain mixing than BPMF without increasing the complexity of the model. Our experiments have demonstrated that BSSL significantly outperforms the baseline methods for both retrieval tasks on Blogspot, Flickr and YouTube data sets. More importantly, our solution provides a generic framework to exploit collective strengths from heterogeneous sources with mixed-sign data and useful for various applications involving cross-domain data mining and beyond. Being a probabilistic model, it can be plugged to build more complex hierarchical and nested models.

So far in this thesis, we have developed various shared subspace learning models and all of these models require to specify the shared and individual subspace dimensionalities \textit{a priori}. We have learned these parameters separately either following some heuristics or through a rigorous model selection procedure. Under these circumstances, it is highly desirable to embed the learning of these parameters within the shared subspace modeling framework. The model proposed in this chapter, being an instance of hierarchical Bayesian models, can be extended to learn these dimensionalities automatically using the theory of nonparametric Bayesian priors. We address this extension in the next chapter.
Chapter 7

Nonparametric Bayesian Shared Subspace Learning

In chapter 6, we described a hierarchical Bayesian model that can jointly model related data from multiple sources. This model is generic in the sense that it can handle modeling of both nonnegative and mixed-sign data sources. In addition, being a probabilistic model, it can handle uncertainties of the real-world data. However, performance of this approach depends on the subspace dimensionalities and the optimal sharing needs to be specified a priori. Learning subspace dimensionalities involves a separate model selection, which is difficult and time consuming. To address this issue, in this chapter, we propose a Bayesian nonparametric shared subspace framework for jointly modeling multiple related data sources. Our model utilizes the hierarchical beta process [Thibaux and Jordan, 2007] (HBP) as a nonparametric prior to automatically infer the dimensionality of shared and individual subspaces. For posterior inference, it is customary to integrate out the random prior distribution to avoid dealing with its infinite support. However, it induces coupling (or dependency) across each source. Therefore, to avoid coupling, we represent the random prior distribution explicitly and use auxiliary variable sampling for inference. The inference based on Gibbs sampling also helps in sampling hyperparameters of the model.

The proposed nonparametric shared subspace learning is developed by extending the beta process factor analysis (BPFA) model proposed in Paisley and Carin [2009] wherein the data matrix is decomposed as a product of two matrices: the factors and their features. The feature matrix is further decomposed into an elementwise product of a binary matrix (say $Z$) (indicating absence or presence of a feature) and a weight matrix (feature values). The binary matrix $Z$ is modeled using a Bernoulli process parametrized by a beta process. Our model allows sharing of factors across different sources and learns the number of shared and individual factors automatically from data. We model each data source analogously to Paisley and Carin [2009], but in this case, the binary matrix for each source (say $Z_j$ for
source $j$) is modeled using a Bernoulli process parametrized by a hierarchical beta process. This allows flexible representation of both the shared and individual factors along with the corresponding features. Unlike previous works [Thibaux and Jordan, 2007, Paisley and Carin, 2009], a Gibbs sampling based inference is presented, which, in addition to sampling the main variables, provides an elegant way to sample the hyperparameters of the hierarchical beta process. Sampling hyperparameters is important as these parameters control the extent of sharing across data sources. We demonstrate the usefulness of the proposed model through its application to two different tasks – transfer learning using text data and image retrieval. The experiments using NIPS 0-12 data set validates the effectiveness of our model for the transfer learning task over NIPS sections. For image retrieval, the proposed method outperforms recent state-of-the-art techniques on the NUS-WIDE animal data set [Chua et al., 2009].

This chapter is organized as follows. Section 7.1 presents a nonparametric model for learning shared and individual subspaces from multiple data sources. Section 7.2 provides model inference based on collapsed Gibbs sampling using auxiliary variable scheme. Section 7.3 describes the experiments conducted on both the synthetic data set and the real world data sets. Finally, a discussion is provided in section 7.4.

7.1 Joint Factor Model using HBP Prior

7.1.1 Nonparametric Joint Factor Analysis (NJFA)

Factor analysis attempts to model a data matrix $X$ as the product of two matrices $\Phi$ and $H$ plus an error matrix $E$. The matrix $\Phi$ contains the factors, which can also be viewed as basis vectors that spans a subspace and the matrix $H$ contains the factor loadings or the representation of the data matrix in the subspace. Formally,

$$X = \Phi H + E$$  \hspace{1cm} (7.1)

Departing from this setting, we propose a joint factor analysis model, whose goal is to model multiple data matrices $X_1, ..., X_J$ using a factor matrix $\Phi = [\phi_1, ..., \phi_K]$ where $\phi \in \mathbb{R}^K$. Some of the factors in $\Phi$ may be shared amongst the various data sources whereas other factors would be specific to individual ones. For each $j = 1, ..., J$, $X_j \in \mathbb{R}^{M \times N_j}$ has a representation $H_j \in \mathbb{R}^{K \times N_j}$ in the subspace spanned by $\Phi$ along with the factorization error $E_j$. We represent our joint factor analysis model as a set of factor models which shall be jointly inferred.
7.1. Joint Factor Model using HBP Prior

\[
\begin{align*}
\Pi : \\
\begin{cases}
X_1 = \Phi H_1 + E_1 \\
\vdots \\
X_J = \Phi H_J + E_J
\end{cases}
\end{align*}
\]

(7.2)

For this model, we allow the number of factors (\(K\)) to grow as large as needed when more data is observed. When the number of factors are infinitely large, each data point may be using a few factors out of the infinitely large pool and therefore, the representation of a data point is usually sparse. Due to this sparseness, we represent the matrix \(H_j\) as the element-wise multiplication of two matrices \(Z_j\) and \(W_j\), i.e. \(H_j = Z_j \odot W_j\), where \(Z_{ji}^k = 1\) implies the presence of factor \(\phi_k\) for \(i\)-th data point \(X_{ji}\) from source \(j\) and \(W_{ji}^k\) represents the coefficient or weight of the factor \(\phi_k\).

We use HBP prior [Thibaux and Jordan, 2007] on the collection of matrices \(Z_1, \ldots, Z_J\). In particular, we model each column of \(Z_j\) as a draw from a Bernoulli process parametrized by a beta process \(A_j\). Since our goal is to share some of the factors \(\phi_k\)'s across more than one data source, we require \(A_j\)'s to have a common support. To do so, we tie \(A_j\)'s together via a beta process \(B\) so that \(A_j \sim \text{BP} (\alpha_j, B)\) where base measure \(B\) itself is a draw from another beta process, i.e. \(B \sim \text{BP} (\gamma_0, B_0)\) (see Figure 7.1a). This gives rise to a HBP prior on \(Z_j\) which ensures that some of the factors are shared across multiple sources while other factors remain specific to a source. This property avoids negative knowledge transfer and is important for transfer learning. The measure of the whole parameter space is denoted as \(\tau_0\) (i.e. \(B_0 (\Omega) = \tau_0\)).

Another way of jointly modeling these data sources is by adapting the single source beta process factor analysis [Paisley and Carin, 2009] and considering \([X_1, \ldots, X_J] = \Phi [H_1, \ldots, H_J] + [E_1, \ldots, E_J]\). However, this method does not distinguish among the data from different groups. Through our experiments, we empirically show the superiority of the proposed hierarchical model over this augmented model.

The other matrices such as factors \(\Phi\), features \(W_j\) and errors \(E_j\) are assumed to be i.i.d. and normal distributed. Using the representation for beta process [Thibaux and Jordan, 2007], the whole model can be described as (refer section 2.4.4)

\[
\begin{align*}
\beta_k &\sim \text{beta} (\gamma_0 b_k, \gamma_0 (1 - b_k)) , & b_k \triangleq B_0 (d\phi_k) , & \beta_k \triangleq B (d\phi_k) \\
\pi_{jk} &\sim \text{beta} (\alpha_0 \beta_k, \alpha_0 (1 - \beta_k)) , & \phi_k \sim \mathcal{N} (\mathbf{0}, \sigma_\phi^2 \mathbf{I}) \\
Z_{ji} \sim \text{BeP} (\pi_j) , & W_{ji} \sim \mathcal{N} (\mathbf{0}, \sigma_{wj}^2 \mathbf{I}) \\
X_{ji} \mid \Phi, Z_{ji}, W_{ji} &\sim \mathcal{N} (\Phi (Z_{ji} \odot W_{ji}), \sigma_{nj}^2 \mathbf{I})
\end{align*}
\]

(7.3, 7.4, 7.5, 7.6)
7.2 Model Inference

For inference, we use collapsed Gibbs sampling. It can be seen from the graphical representation in Figure 7.1b that main variables of interest for NJFA model are $Z$, $\pi$, $\Phi$ and $\beta$. We integrate out $\pi$ and Gibbs sample only $Z$, $\Phi$ and $\beta$. In addition to sampling main variables, we also sample the hyperparameters $\alpha_j$’s and $\gamma_0$. The factors $\phi_k$’s are drawn i.i.d. from $B_0$ and since $B_0$ is assumed to be a normal distribution (see Eq (7.4)), $B_0(\Omega) = \tau_0 = 1$. For each $\phi_k$, we also sample $b_k$ from its posterior. Notationwise, a superscript attached to a symbol following a ‘-’ sign, e.g. $m^{-jk}$, $Z^{-ji}$, $Z_{ji}^{-k}$ etc, means a set of variables excluding the variable indexed by the superscript.
7.2. Model Inference

7.2.1 Collapsed Gibbs Sampling

**Sampling** $\beta$  Before proposing an update for $\beta$, we integrate out $\pi$ and write the joint distribution of $Z$ and $\beta$ as

$$p(Z, \beta) = \prod_{k=1}^{K} p(\beta_k) \prod_{j=1}^{J} \frac{\Gamma(\alpha_j) \Gamma(\alpha_j \beta_k + n_{jk}) \Gamma(\alpha_j - \alpha_j \beta_k + N_j - n_{jk})}{\Gamma(N_j + \alpha_j) \Gamma(\alpha_j \beta_k) \Gamma(\alpha_j - \alpha_j \beta_k)}$$  \hspace{1cm} (7.7)

We use auxiliary variable method [Damien et al., 1999, Teh et al., 2006] for sampling from posterior of $\beta$. Likelihood expression of Eq. (7.7) involves $\beta$ in the argument of gamma functions and such ratios of gamma functions lead to independent polynomials in $\alpha_j \beta_k$ and $\alpha_j (1 - \beta_k)$. In particular,

$$\frac{\Gamma(\alpha_j \beta_k + n_{jk})}{\Gamma(\alpha_j \beta_k)} = \sum_{m_{jk}=0}^{n_{jk}} s(n_{jk}, m_{jk}) (\alpha_j \beta_k)^{m_{jk}} \text{ and } (7.8)$$

$$\frac{\Gamma(\alpha_j - \alpha_j \beta_k + N_j - n_{jk})}{\Gamma(\alpha_j - \alpha_j \beta_k)} = \sum_{l_{jk}=0}^{N_j - n_{jk}} s(N_j - n_{jk}, l_{jk}) (\alpha_j - \alpha_j \beta_k)^{l_{jk}} \hspace{1cm} (7.9)$$

where $s(n, m)$ are the unsigned Stirling numbers of the first kind. Next, we define $m = (m_{jk} : \forall j, k)$ and $l = (l_{jk} : \forall j, k)$ and treat them as auxiliary variables to the model. Using Eqs. (7.7), (7.9) and the prior on $\beta$, we can write the joint distribution over $Z, m, l$ and $\beta$ as the following

$$p(Z, m, l, \beta) = \prod_{k=1}^{K} \left( \frac{\Gamma(\gamma_0)}{\Gamma(\gamma_0 b_k) \Gamma(\gamma_0 (1 - b_k))} \right) \beta_k^{n_{0b_k}} (1 - \beta_k)^{\gamma_0(1 - b_k)} \times \prod_{j=1}^{J} \left( \frac{\Gamma(\alpha_j)}{\Gamma(N_j + \alpha_j)} \right) s(n_{jk}, m_{jk}) (\alpha_j \beta_k)^{m_{jk}} s(N_j - n_{jk}, l_{jk}) (\alpha_j - \alpha_j \beta_k)^{l_{jk}} \hspace{1cm} (7.10)$$

To sample from above joint distribution given $Z$, we iterate sampling between $m, l$ and $\beta$ variables. The desired conditional distributions are given by

$$p(m_{jk} | m^{-jk}, l, \beta, Z) \propto s(n_{jk}, m_{jk}) (\alpha_j \beta_k)^{m_{jk}} \hspace{1cm} (7.11)$$

$$p(l_{jk} | l^{-jk}, m, \beta, Z) \propto s(N_j - n_{jk}, l_{jk}) (\alpha_j - \alpha_j \beta_k)^{l_{jk}} \hspace{1cm} (7.12)$$

$$p(\beta_k | m, l, Z) \propto \text{Beta} \left( \sum_j m_{jk} + \gamma_0 b_k, \sum_j l_{jk} + \gamma_0 (1 - b_k) \right) \hspace{1cm} (7.13)$$

Updates of $b_k$ are provided in a later section where we describe the sampling scheme for the set of hyperparameters.
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**Sampling Z** Let us assume that the whole space $\Omega$ is partitioned in $L$ equal parts such that $\bigcup_{k=1}^{L} d\phi_k = \Omega$, where $L$ should be a large number to obtain a good sampling approximation in Eq (7.3). The number of active factors used by data across all $J$ sources is $K$. Since the random measure $B$ is a draw from BP $(\gamma_0, B_0)$, it can be written as

$$B = \sum_{k=1}^{L} \beta_k \delta_{\phi_k} = \sum_{k=1}^{K} \beta_k \delta_{\phi_k} + \sum_{k=K+1}^{L} \beta_k \delta_{\phi_k} + B^u$$

where $B^u \triangleq \sum_{k=K+1}^{L} \beta_k \delta_{\phi_k} = B (\Omega \setminus \{d\phi_1, \ldots, d\phi_K\})$. Since, at any time, we have only $K$ atoms (or factors) which are active, $B^u$ is approximated by its expected value $\mathbb{E}[B (\Omega \setminus \{d\phi_1, \ldots, d\phi_K\})]$ which is equal to $1 - \sum_{k=1}^{K} b_k$ where $b_k$ is defined in Eq (7.3). Given $B$ and $Z^{-ji}$, we can use the conjugacy property of beta process and sample $Z_{ji}$ as the following

\[
Z_{ji} | Z^{-ji}, B \sim \text{BeP} \left( \frac{\alpha_j}{\alpha_j + N_j - 1} \sum_{k=1}^{K} \beta_k \delta_{\phi_k} + \sum_{l=1}^{K} \frac{n_{j,k,l}^{-i}}{\alpha_j + N_j - 1} \delta_{\phi_{jl}} + \frac{\alpha_j}{\alpha_j + N_j - 1} B^u \right)
\]

(7.14)

where $n_{j,k,l}^{-i} \triangleq \sum_{l' \neq l} Z_{ji}^k$, and $k_{jl}$ relates a factor indexed locally in source $j$ as $l$ and globally as $k$. Similar to Indian buffet process (IBP) culinary analogy [Griffiths and Ghahramani, 2006], in hierarchical beta process, $i$-th customer entering in $j$-th restaurant chooses a dish (say $k$-th w.r.t. global index and $l$ w.r.t. local index) already being served in $j$-th restaurant with probability $\frac{n_{j,k,l}^{-i} + \alpha_j \beta_k}{\alpha_j + N_j - 1}$ and a dish which is not being served in $j$-th restaurant but available in other restaurants (say $q$-th w.r.t. global index) with probability $\frac{\alpha_j \beta_q}{\alpha_j + N_j - 1}$. After choosing these dishes, $i$-th customer entering in $j$-th restaurant chooses $\text{Poi} \left( \frac{\alpha_j}{\alpha_j + N_j - 1} B^u \right)$ number of new dishes where $\text{Poi}(\cdot)$ denotes Poisson distribution. Proceeding further, we can write the Gibbs sampling update equations of $Z_{ji}^k$ for $k = 1, \ldots, K$ as

\[
p \left( Z_{ji}^k | Z_{ji}^{-k}, W_{ji}, \beta, \Phi, x_{ji} \right) \propto p \left( Z_{ji}^k | Z_{ji}^{-k}, \beta \right) p \left( X_{ji} | Z_{ji}^{-k}, W_{ji}, \Phi, \sigma_{jn}^2 \right)
\]

(7.15)

If $F_{ji}$ be the number of new factors chosen by $i$-th data point from $j$-th source then from Eq. (7.14), prior on $F_{ji}$ can be written as $F_{ji} | \alpha_j, B \sim \text{Poi} \left( \frac{\alpha_j B^u}{\alpha_j + N_j - 1} \right)$. Given this prior, the posterior distribution of $F_{ji}$ is given as

\[
p \left( F_{ji} | \text{rest} \right) \propto \text{Poi} \left( \frac{\alpha_j B^u}{\alpha_j + N_j - 1} \right) \times
\int p \left( X_{ji} | Z_{ji}, Z_{ji}^{\text{new}}, \Phi, \Phi^{\text{new}}, W_{ji}, W_{ji}^{\text{new}}, \sigma_{jn}^2 \right) d B_0 \left( \Phi^{\text{new}} \right)
\]

(7.16)
where \( \Phi^{\text{new}} \) is a matrix which accommodates the new factors and \( Z^{\text{new}}_{ji} \) is the corresponding indicator vector for which all the elements are equal to one. For each value of \( F_{ji} \), given \( W^{\text{new}}_{ji} \), the integral in above equation can be solved in closed form and is given by

\[
\int p(X_{ji} \mid Z_{ji}, Z^{\text{new}}_{ji}, \Phi, \Phi^{\text{new}}, W_{ji}, W^{\text{new}}_{ji}, \sigma^2_{ji}) \, dB_0(\Phi^{\text{new}}) = \frac{\det(S_F)^{M/2}}{\sigma^M} \times \exp\left(\frac{1}{2} \text{Tr} \left[ \mu_F S_F^{-1} \mu_F^T \right] \right) \times \mathcal{N}(X_{ji} \mid \Phi (Z_{ji} \odot W_{ji}), \sigma^2_{ji}I)
\]

where \( \mu_F = (X_{ji} - \Phi (Z_{ji} \odot W_{ji})) (Y^{\text{new}}_{ji}) \) and \( Y^{\text{new}}_{ji} = Y_{ji} - \sum_{j} (X_{ji} - \Phi (Z_{ji} \odot W_{ji})) (X_{ji} - \Phi (Z_{ji} \odot W_{ji}))^T \).

\[ Z^{\text{new}}_{ji} \odot W^{\text{new}}_{ji} \]. The symbol \( \mathcal{N} \) is used to denote the normal probability distribution function. In our implementation, for Eq (7.16), we truncate the support of Poi \( (\cdot) \) at five times its mean value. The samples of \( \beta_k \) for \( k > K \) and \( W_{ji} \) can be obtained using their priors.

**Sampling \( \Phi \) and \( W \)**

Gibbs sampling update for \( \Phi \) conditioned on data \( X_1, \ldots, X_J \) and latent indicator variables \( Z \) is given by

\[
p(\Phi \mid Z_{1:J}, W_{1:J}, X_{1:J}) \propto p(\Phi \mid B_0, \sigma^2_{\Phi}) p(X_{1:J} \mid \Phi, Z_{1:J}, W_{1:J})
\]

Taking logarithm on both sides, we get

\[
\ln p(\Phi \mid Z_{1:J}, W_{1:J}, X_{1:J}) = \text{constant} + \frac{1}{2\sigma^2_{\Phi}} \text{Tr} \left[ \Phi \Phi^T \right] + \frac{1}{2\sigma^2_{nj}} \text{Tr} \left[ (X_{ji} - \Phi (Z_{ji} \odot W_{ji})) (X_{ji} - \Phi (Z_{ji} \odot W_{ji}))^T \right]
\]

\[ \Rightarrow p(\Phi \mid Z_{1:J}, W_{1:J}, X_{1:J}) = \mathcal{N}(\Phi \mid \mu_\Phi, S_\Phi)
\]

where \( \mu_\Phi \triangleq \sum_j (X_{ji} \odot W_{ji}) S_\Phi \) and \( S_\Phi^{-1} \triangleq \sum_j ((Z_{ji} \odot W_{ji}) (Z_{ji} \odot W_{ji}))^T + \frac{I_{K^2}}{\sigma^2_{\Phi}} \).

Similarly, Gibbs sampling update for \( W_{ji} \) conditioned on \( X_{ji}, Z_{ji} \) and \( \Phi \) is given by

\[
p(W_{ji} \mid X_{ji}, Z_{ji}, \Phi) \propto p(W_{ji} \mid \sigma^2_{ji}w) p(X_{ji} \mid \Phi, Z_{ji}, W_{ji})
\]

Again, under the assumed model distributions, this reduces to a normal distribution, i.e.

\[
p(W_{ji} \mid X_{ji}, Z_{ji}, \Phi) = \mathcal{N}(W_{ji} \mid \mu_{wji}, S_{wji})
\]

where \( \mu_{wji} \triangleq \frac{S_{wji} D_{zji} \Phi^T X_{ji}}{\sigma^2_{wji}}, S_{wji}^{-1} \triangleq \frac{D_{zji} \Phi^T \Phi D_{zji}}{\sigma^2_{wji}} + \frac{I_K}{\sigma^2_{\Phi}} \) and \( D_{zji} \triangleq \text{diag}(Z_{ji}) \), a diagonal matrix constructed by keeping \( Z_{ji} \) on its diagonal.
7.2. Model Inference

**Integrating out \( \beta \)** To be able to sample for hyperparameters \( \gamma_0 \) and \( \tau_0 \), we need to integrate out \( \beta \) from the joint distribution expression of Eq (7.24). The required marginal after integrating out \( \beta \) is given as the following (note the emphasis on the hyperparameters)

\[
p(Z, m, l, \gamma_0, \tau_0, \alpha_{1:l}) = \left( \prod_{k=1}^{K} \prod_{j=1}^{J} \frac{\Gamma(\alpha_j)}{\Gamma(N_j + \alpha_j)} \alpha_j^{m_j + l_j} s(n_{jk}, m_{jk}) s(N_j - n_{jk}, l_{jk}) \right) \times \frac{\Gamma(\gamma_0)}{\Gamma(\gamma_0 + m + l)} \times \frac{\Gamma(m + \gamma_0 b_k)}{\Gamma(\gamma_0 b_k)} \times \frac{\Gamma(l_k + \gamma_0 (1 - b_k))}{\Gamma(\gamma_0 (1 - b_k))}
\]

where we define \( m_k \triangleq \sum_j m_{jk} \) and \( l_k \triangleq \sum_j l_{jk} \). Expanding second and third terms of gamma ratios in the fashion similar to Eq (7.9), and introducing further auxiliary variables \( r = (r_k : k = 1, \ldots K) \) and \( r' = (r'_k : k = 1, \ldots K) \) (where \( r_k \in \{0, m_k\} \) and \( r'_k \in \{0, l_k\} \)) to above joint distribution, we obtain

\[
p(Z, m, l, r, r', \gamma_0, \tau_0, \alpha_{1:l}) = \prod_{k=1}^{K} \prod_{j=1}^{J} \frac{\Gamma(\alpha_j)}{\Gamma(N_j + \alpha_j)} \alpha_j^{m_j + l_j} s(n_{jk}, m_{jk}) s(N_j - n_{jk}, l_{jk}) \times \frac{\Gamma(\gamma_0)}{\Gamma(\gamma_0 + m_k + l_k)} \times \left\{ s(m_k, r_k) (\gamma_0 b_k)^r_k \right\} \times \left\{ s(l_k, r'_k) (\gamma_0 (1 - b_k))^{r'_k} \right\}
\]

(7.20)

7.2.2 Sampling Hyperparameters

**Update for \( \sigma_\phi, \sigma_{nj} \) and \( \sigma_{wj} \)** Assuming an inverse-gamma prior on \( \sigma_\phi^2 \) with shape and scale parameter \( a_{\sigma_\phi} \) and \( b_{\sigma_\phi} \), the posterior for \( \sigma_\phi^2 \) is given by

\[
p(\sigma_\phi^2 | \Phi, a_{\sigma_\phi}, b_{\sigma_\phi}) \propto p(\sigma_\phi^2 | a_{\sigma_\phi}, b_{\sigma_\phi}) p(\Phi | \sigma_\phi^2) \\
\propto (\sigma_\phi^2)^{-a_{\sigma_\phi} + 1} \exp\left(-b_{\sigma_\phi}/\sigma_\phi^2\right) p(\Phi | \sigma_\phi^2) \\
\propto (\sigma_\phi^2)^{-a_{\sigma_\phi} + 1} \exp\left(-b_{\sigma_\phi}/\sigma_\phi^2\right) \left(\sigma_\phi^2\right)^{-MK/2} \exp\left(-\frac{\text{Tr} [\Phi \Phi^T]}{2\sigma_\phi^2}\right) \\
\propto (\sigma_\phi^2)^{-a_{\sigma_\phi} + MK/2 + 1} \exp\left(-\left(b_{\sigma_\phi} + \frac{1}{2} \text{Tr} [\Phi \Phi^T]\right)/\sigma_\phi^2\right)
\]

(7.21)

which is an inverse-gamma distribution with shape and scale parameters \( a_{\sigma_\phi} + MK/2 \) and \( b_{\sigma_\phi} + \frac{1}{2} \text{Tr} [\Phi \Phi^T] \) respectively. Sampling from posteriors of \( \sigma_{nj} \) and \( \sigma_{wj} \) is similar to the sampling of \( \sigma_\phi \) and have inverse-gamma form. If \( \sigma_{nj}^2 \sim \text{invGam}\left(\sigma_{nj}^2 | a_{\sigma_{nj}}, b_{\sigma_{nj}}\right) \), the posterior samples of \( \sigma_{nj}^2 \) are drawn as

\[
\sigma_{nj}^2 | X_j, W_j, Z_j, \Phi \sim \text{invGam}\left(\sigma_{nj}^2 | a_{\sigma_{nj}} + MN_j/2, b_{\sigma_{nj}} + \frac{1}{2} \text{Tr} \left[(X_j - \Phi H_j)(X_j - \Phi H_j)^T\right]\right)
\]

(7.22)
where $H_j \triangleq Z_j \odot W_j$. Similarly, the posterior samples of $\sigma^2_{wj}$ are drawn as

$$
\sigma^2_{wj} \mid W_j \sim \text{invGam} \left( \sigma^2_{wj} \mid a_{\sigma_{wj}} + KN_j/2, b_{\sigma_{wj}} + \frac{1}{2} \text{Tr} \left[ W_j W_j^\top \right] \right)
$$

(7.23)

**Sampling $\alpha_j$** We note that the joint distribution of Eq. (7.10) acts as likelihood for $\alpha_j$. We assume a gamma prior on $\alpha_j$ with parameters $a_\alpha$ and $b_\alpha$. Before writing the posterior directly, we re-write the likelihood expression emphasizing the hyper-parameters.

$$
p(Z, m, l, \beta) = \prod_{k=1}^{L} p(\beta_k) \times \\
\prod_{j=1}^{J} \frac{\Gamma(\alpha_j)}{\Gamma(N_j + \alpha_j)} s(n_{jk}, m_{jk}) (\alpha_j \beta_k)^{m_{jk}} s(N_j - n_{jk}, l_{jk}) (\alpha_j - \alpha_j \beta_k)^{l_{jk}}
$$

The above can be expanded and written as

$$
p(Z, \beta, m, l, \gamma_0, \tau_0 \mid \alpha_{1:J}) = \prod_{k=1}^{K} \prod_{j=1}^{J} \frac{\Gamma(\alpha_j)}{\Gamma(N_j + \alpha_j)} \alpha_j^{(m_{jk}+l_{jk})} \times \\
\left( \prod_{k=1}^{K} p(\beta_k \mid \gamma_0, \tau_0) \prod_{j=1}^{J} s(n_{jk}, m_{jk}) \beta_k^{m_{jk}} s(N_j - n_{jk}, l_{jk}) (1 - \beta_k)^{l_{jk}} \right) \prod_{k'=K+1}^{L} p(\beta_k' \mid \tau_0, \gamma_0)
$$

(7.24)

Before proceeding further, we note that $\alpha_j$ is present in the argument of gamma functions and use an identity from Teh et al. [2006] to represent the ratio of gamma functions as

$$
\frac{\Gamma(\alpha_j)}{\Gamma(N_j + \alpha_j)} = \int_0^1 u_j^{\alpha_j} (1 - u_j)^{N_j-1} \left( 1 + \frac{N_j}{\alpha_j} \right) du_j
$$

(7.25)

Similar to Teh et al. [2006], Escobar and West [1995], we introduce further auxiliary variables $u = (u_{jk} : j = 1, \ldots J$ and $k = 1, \ldots K)$ and $s = (s_{jk} : j = 1, \ldots J$ and $k = 1, \ldots K)$ where $u_{jk} \in [0, 1]$ and $s_{jk} \in \{0, 1\}$. Using these auxiliary variables,

$$
p(Z, \beta, m, l, u, s, \gamma_0, \tau_0 \mid \alpha_{1:J}) = \left( \prod_{k=1}^{K} \prod_{j=1}^{J} u_{jk}^{\alpha_j} (1 - u_{jk})^{N_j-1} \left( \frac{N_j}{\alpha_j} \right)^{s_{jk}} \alpha_j^{(m_{jk}+l_{jk})} \right) \times \\
\prod_{k=1}^{K} p(\beta_k \mid \gamma_0, \tau_0) \prod_{j=1}^{J} s(n_{jk}, m_{jk}) \beta_k^{m_{jk}} s(N_j - n_{jk}, l_{jk}) (1 - \beta_k)^{l_{jk}} \times \left( \prod_{k'=K+1}^{L} p(\beta_k' \mid \tau_0, \gamma_0) \right)
$$

Now, conditioned on auxiliary variables $m, l, u$ and $s$, we can write the posterior of $\alpha_j$ as
7.2. Model Inference

\[ p(\alpha_j \mid \mathbf{Z}, \beta, \mathbf{m}, \mathbf{l}, \mathbf{u}, \mathbf{s}, \gamma_0, \tau_0, \alpha_\alpha, b_\alpha) \propto p(\mathbf{Z}, \beta, \mathbf{m}, \mathbf{l}, \mathbf{u}, \mathbf{s}, \gamma_0, \tau_0) \cdot p(\alpha_j \mid \alpha_\alpha, b_\alpha) \]

which is a gamma distribution with shape and scale parameters \( a_\alpha + \sum_k (m_{jk} + l_{jk} - s_{jk}) \) and \( b_\alpha - \sum_k \log u_{jk} \) respectively. The auxiliary variables \( u_{jk} \) and \( s_{jk} \) can be sampled as

\[ p(u_{jk} \mid \alpha_j) \propto u_{jk}^{\alpha_j} (1 - u_{jk})^{N_j - 1} \quad \text{and} \quad p(s_{jk} = 1 \mid \alpha_j) = \frac{N_j}{\alpha_j + N_j} \quad (7.26) \]

**Sampling \( \gamma_0 \)** We note that the expression in Eq (7.20) is nothing but the likelihood of \( \gamma_0 \). Assuming \( \gamma_0 \sim \text{Gamma}(\gamma_0 \mid \alpha_\gamma, b_\gamma) \), the posterior of \( \gamma_0 \) is given as

\[ p(\gamma_0 \mid \text{rest}) \propto p(\gamma_0 \mid \alpha_\gamma, b_\gamma) \times p(\mathbf{Z}, \mathbf{m}, \mathbf{l}, \mathbf{r}, \mathbf{r}', \tau_0, \alpha_{1:J} \mid \gamma_0)
\]

\[ \propto \gamma_0^{\alpha_\gamma - 1} \exp(-b_\gamma \gamma_0) \times \prod_{k=1}^{K} \frac{\Gamma(\gamma_0)}{\Gamma(\gamma_0 + m_k + l_k)} \times [\gamma_0 b_k]^{r_k} \times [\gamma_0 (1 - b_k)]^{r_k'} \]

Expanding the term involving the ratio of the gamma functions similar to Eq (7.25) and introducing auxiliary variables \( \mathbf{v} = (v_k : k = 1, \ldots, K) \) and \( \mathbf{c} = (c_k : k = 1, \ldots, K) \) where \( v_k \in [0, 1] \) and \( c_k \in \{0, 1\} \) to the above distribution, we obtain

\[ p(\gamma_0 \mid \mathbf{v}, \mathbf{c} \text{ and rest}) \propto \gamma_0^{\alpha_\gamma - 1} \exp(-b_\gamma \gamma_0) \times \prod_{k=1}^{K} \left[ v_k^{\gamma_0} (1 - v_k)^{r_k - 1} \left( \frac{p_k}{\gamma_0} \right)^{c_k} \times [\gamma_0 b_k]^{r_k} \times [\gamma_0 (1 - b_k)]^{r_k'} \right]
\]

\[ = \gamma_0^{\alpha_\gamma - 1} \exp(-b_\gamma \gamma_0) \times \prod_{k=1}^{K} \left[ (1 - v_k)^{r_k} \cdot (1 - b_k)^{r_k'} \right] \quad (7.27) \]

where \( p_k \triangleq m_k + l_k \). The auxiliary variables \( \{v_k\} \) and \( \{c_k\} \) can be sampled similar to the scheme as described in Eq (7.26).

**Sampling \( b_k \)** Likelihood of \( b_k \) can be obtained from Eq (7.20). Assuming a beta prior on each \( b_k \), i.e. \( b_k \sim \text{Beta}(\mu_a, \mu_b) \), the posterior of \( b_k \) is given as

\[ p(b_k \mid r_k, r_k' \text{ and rest}) \propto p(b_k \mid \mu_a, \mu_b) \times p(\mathbf{Z}, \mathbf{m}, \mathbf{l}, \mathbf{r}, \mathbf{r}', \tau_0, \alpha_{1:J} \mid b_k)
\]

\[ \propto b_k^{\alpha_a - 1} (1 - b_k)^{\mu_b - 1} \times b_k^{r_k} (1 - b_k)^{r_k'}
\]

\[ = \beta \left( \mu_a + r_k, \mu_b + r_k' \right) \quad (7.28) \]
7.3. Experiments

Parameter Settings for Sampling Hyperparameters We use $\mu_a = \tau_0$ (which is equal to 1 for our model) and $\mu_b = L$ where $L$ should be a large value such as $L \gg K$. For all our experiments, we have used $L = 1000$. For all other vague gamma priors used for $\gamma_0$, $\alpha_j$, $\sigma_{nj}$, $\sigma_{wj}$ and $\sigma_{\phi}$, both the shape and the scale parameters are set to 1.

7.3 Experiments

Given the Gibbs samples of $\{\Phi\}_{r=1}^R$ and $\{\beta\}_{r=1}^R$ and the test data from $j$-th source, i.e. $X_{j \text{ new}}$, we infer $Z_{j \text{ new}}$ and $W_{j \text{ new}}$ by iterating between Gibbs sampling updates of Eq (7.15) and (7.18). This provides us the required factorization for the test data matrix in the form: $X_{j \text{ new}} = \Phi H_{j \text{ new}} + E_{j \text{ new}}$ where $H_{j \text{ new}} = Z_{j \text{ new}} \odot W_{j \text{ new}}$. Monte-Carlo approximation of marginal predictive distribution $p(X_{j \text{ new}} | X_{1:j})$ is computed by averaging the predictive distribution over $\{\Phi\}_r$ and $\{\beta\}_r$ samples. This is used to compute the perplexity for the test data.

In the following, to demonstrate our model and its typical behavior, we first perform experiments with a synthetic data set. Then, we show the application of our model for two real-world tasks. For both synthetic and real-world experiments, the priors for hyperparameters were chosen as: $\gamma_0 \sim \text{gamma}(1,1)$, $\alpha_j \sim \text{gamma}(1,1)$ and $b_k \sim \text{beta}(1,1000)$, and both the shape and the scale parameters of gamma priors for $\sigma_{\phi}$, $\sigma_{nj}$ and $\sigma_{wj}$ were set to 1.

7.3.1 Experiments-I : Synthetic Data

For experiments with synthetic data, we create twelve factors (represented by matrix $\Phi$) and distribute them across two sources ($J = 2$). Out of these factors, first four factors (vertical bars) are used in source-1 only, the last four factors (horizontal bars) are used in source-2 only and the remaining four factors (diagonal bars) are shared between both the sources. By distributing the factors in this way, our aim is to see whether the proposed model can discover the factors used for data generation and their correct mixings. $Z_1$ and $Z_2$ are chosen as random binary matrices and used for selecting the factors. The entries of weight matrices $W_1$ and $W_2$ are chosen to be normally distributed with zero mean and standard deviation equal to 0.1.

We perform the inference based on Gibbs sampling as described in section 7.2 and use only one sample after rejecting 1500 “burn-in” samples. Although the model converges around 1000 iterations but we run the model long to illustrate the point that the number of factors does not change further. Figure 7.2c shows that the model correctly learns the number of factors automatically from the data. In addition, it can be seen from Figure 7.2 that indeed, our model is able to learn the factors used for generating the data and their mixing...
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Figure 7.2: Experiments with synthetic data (a) true factors (both shared and individuals) (b) inferred factors (both shared and individuals); note the exact recovery up to a permutation (c) convergence of number of factors (d) true factor mixings of source-1 (e) true factor mixings of source-2 (f) inferred factor mixings of source-1 (g) inferred factor mixings of source-2; rows of (f) and (g) are manually permuted for easy comparison.

7.3.2 Experiments-II: Real Data

7.3.2.1 Results using NIPS 0-12 Data Set

We train our proposed NJFA model on the NIPS 0-12 data set, which contains the articles from *Neural Information Processing Systems* (NIPS) conference published between 12 years (during 1988 – 1999). In this data set¹, articles are categorized into nine main conference sections and one miscellaneous section. The main conference sections are Cognitive Science (CS), Neuroscience (NS), Learning Theory (LT), Algorithms and Architecture (AA), Implementations (IM), Speech and Signal Processing (SSP), Visual Processing (VP), Applications (AP) and Control, Navigation and Planning (CNP). We ignore articles from the miscellaneous section. Our model treats these sections as individual corpora and learns the factor matrix such as some of the factors are shared among different sections whereas other factors are specific to particular sections.

¹We downloaded the version available at http://www.gatsby.ucl.ac.uk/~ywteh/research/data.html.
We use the above data set in a transfer learning setting and investigate whether combined learning of one section with others provides benefits. We use an experimental setting similar to Teh et al. [2006] and treat the section VP as the target and other sections as auxiliary. There are a total of 1564 articles combined across nine main sections. We select 80 articles from each section randomly and use them for training. We combine various auxiliary sections, one at a time with the target and compute the perplexity on a test set of articles from VP section. The test set contains 44 articles and is fixed throughout our experimentation.

**Evaluation Measures and Baselines** To evaluate the proposed method, we use perplexity per document, a widely used measure in language models (LM). Perplexity of a new document indicates the degree of surprise that a model expresses when modeling new documents. Therefore, a low value of perplexity over test set indicates better prediction of test data.

![Perplexity results using NIPS 0-12 data set](image1)

**Figure 7.3:** Perplexity results using NIPS 0-12 data set (a) perplexity for the test data from VP section versus the number of VP training documents (averaged over 10 runs) shown for three different models (b) mean average perplexity for the test data from VP section (averaged over 10 runs) versus other NIPS auxiliary sections using the proposed hierarchical joint factor analysis.

To compare the performance benefits, we use two baselines. The first baseline is a model that does not use any auxiliary data and relies completely on target data. This model is equivalent to the factor analysis model proposed in Paisley and Carin [2009]. The second baseline is a model which uses auxiliary data but does not use them in hierarchical fashion. Instead, it simply combines the auxiliary data with the target data as if they were from
the same section. We refer to this model as the ‘flat’ model. This model can be thought of
adaptation of Paisley and Carin [2009] for jointly modeling the data from multiple sources.
Also, both of these baseline models are a special case of the proposed model. For this
experiment, our Gibbs sampler typically converges in 25 iterations, however, we run the
sampler for 100 iterations.

Experimental Results  For each target-auxiliary pair, we average the perplexity values
over 10 trials and plot them as a function of the number of target (VP section) training
articles, varied from 10 to 80 with a step of 10. Figure 7.3 depicts the perplexity values for
the proposed model in comparison with the baseline models. For each graph, the perplexity
values shown are averaged across all the eight auxiliary sections and 10 trials. It can be
clearly seen from Figure 7.3a that both the ‘flat model’ and the ‘hierarchical model’ perform
better than the ‘no auxiliary model’, empirically proving the point that use of auxiliary
data improves the performance. We can also see that the ‘hierarchical model’ performs
significantly better than the ‘flat model’. This improvement in performance is mainly due
to the ability of the hierarchical model to treat each section differently whilst allowing
sharing. On the contrary, the ‘flat model’ does not model the variations of each section
separately and treats them identically, resulting in performance degradation. To evaluate
the benefits obtained from each auxiliary section, Figure 7.3b plots the “mean average
perplexity” values (a single point indicator obtained by averaging the perplexity values
across increasing number of training documents). We see that the three sections, which
provide maximum benefits are NS, CS and AP in decreasing order of performance.

7.3.2.2 Results using NUS-WIDE Data Set

Our second data set is based on the NUS-WIDE [Chua et al., 2009] data set, which is a
large collection of Flickr images. We select a subset\(^2\) comprising of 3411 images involving
13 animals\(^3\). This data set provides six different low-level features [Chua et al., 2009] (64-D
color histogram, 144-D color correlogram, 73-D edge direction histogram, 128-D wavelet
texture, 225-D block-wise color moments) and 500-D SIFT descriptions along with their
ground-truths. We ignore SIFT features and use low-level features only. Our model treats
each animal category as an individual group and learns the factor matrix such as some
of the factors are shared among different groups whereas other factors are specific to a
particular group. We use a set of 2054 images for training and the remaining for testing –
an identical training and test settings as used in Chen et al. [2010] – so that a comparison

\(^2\)This data set has already been used in Chen et al. [2010] and available at

snake’, ‘antlers’, ‘hawk’ and ‘wolf’.
Table 7.1: Comparison with the state-of-the-art image retrieval techniques using NUS-WIDE animal data set.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Average Precision (MAP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DWH [Xing et al., 2005]</td>
<td>0.153</td>
</tr>
<tr>
<td>TWH [Yang et al., 2007]</td>
<td>0.158</td>
</tr>
<tr>
<td>MMH [Chen et al., 2010]</td>
<td>0.163</td>
</tr>
<tr>
<td>NJFA (proposed method)</td>
<td>0.1789 ± 0.0128</td>
</tr>
</tbody>
</table>

can be made with our work.

Using the features of test data in matrix $X_{j}^{test}$, we sample the factorization matrices $W_{j}^{test}$ and $Z_{j}^{test}$ and define $H_{j}^{test} = Z_{j}^{test} \odot W_{j}^{test}$. Next, to find the similar images for a test image (represented by $X_{ji}^{test}$), we use cosine similarity between its feature $H_{ji}^{test}$ and the feature matrices of the training data (i.e. $H_{j}$ for each $j$). The retrieved images are ranked in decreasing order of these similarities.

**Evaluation Measures and Baselines** To evaluate the performance of the proposed method, we use mean average precision (MAP). We compare the result of the proposed model with the recent state-of-the-art techniques [Chen et al., 2010, Xing et al., 2005, Yang et al., 2007], categorized under multi-view learning algorithms.

**Experimental Results** Table 7.1 compares the proposed NJFA with above-mentioned baselines for image retrieval using the animal data set. It can be seen from the table that NJFA outperforms all three baseline models. This comparison is based on the MAP values presented in Chen et al. [2010]. We note that the data set used to generate these results (including the test set) is identical. The MAP results of baseline models are reported using 60 topics. Our work, being a nonparametric model, learns these dimensionalities automatically from the data and avoids any cross-validation for the model selection. We report our results averaged across 20 runs along with the standard deviation. Total number of factors (both shared and individual) for this data set varied between 5 to 8. In our experiments, the Gibbs sampler typically converges between 15-20 iterations, however, we run the sampler for 100 iterations.

7.4 Discussion

We develop a nonparametric joint factor analysis technique for modeling multiple related data sources. Our technique learns shared factors to exploit common statistical strengths and individual factors to model the variations of each source. To infer the number of shared
and individual factors automatically from the data, we use hierarchical beta process (HBP) prior [Thibaux and Jordan, 2007]. The auxiliary variable Gibbs sampling provided for hierarchical beta process is general and can be utilized for other matrix factorizations. Our experiments using NIPS 0-12 data set show the usefulness of the proposed model for transfer learning applications. Automatically learning the extent of sharing across data sources avoids the possibility of negative knowledge transfer. For retrieval application, the proposed method outperforms the recent state-of-the-art methods using NUS-WIDE animal data set. This model is complete in the sense that it is probabilistic, it can model both nonnegative and mixed-sign data, it learns the subspace dimensionalities automatically and avoids learning the large number of subspace dimensionalities, especially when applied for modeling more than two data sources. However, this model assumes an i.i.d. distribution for the basis vectors which are sampled from the base distribution of the beta process. This was mainly done for mathematical convenience as a multivariate covariance model brings the model intractable. One possible direction is the use of variational inference [Wainwright and Jordan, 2008].
Chapter 8

Concluding Remarks

8.1 Summary

This thesis has focused on developing formal frameworks to model data from multiple related sources (e.g., different social media sharing systems such as Flickr, YouTube, Blogspot) in an unsupervised setting. These have implications in unsupervised transfer learning applications where the aim is to improve task performance for a target source leveraging the knowledge present across the auxiliary sources without needing supervised data. To realize this aim, this thesis took a latent subspace approach and presented a shared subspace learning framework for jointly modeling multiple data sources.

In chapter 3, a novel shared nonnegative matrix factorization (S-NMF) is developed for jointly modeling two data sources. The joint factorization leads to a non-convex optimization function that is solved using iterative multiplicative updates. A formal mathematical proof is provided to show the convergence of the iterative algorithm. The utility of S-NMF has been demonstrated through a transfer learning task by improving tag-based image (Flickr) and video (YouTube) retrieval, leveraging information from an auxiliary source (LabelMe).

To allow modeling of multiple data sources, an extension of S-NMF (termed as MS-NMF) is developed in chapter 4. This model allows modeling multiple data sources with arbitrary sharing configurations. The optimization function for the joint factorization is again solved using iterative multiplicative updates with guaranteed convergence. Comparisons with S-NMF, have shown that using multiple auxiliary sources may further improve the retrieval performance on the target source. Additionally, MS-NMF was applied for jointly retrieving items from multiple disparate social media. This application was referred to as cross-social media retrieval. The effectiveness of MS-NMF for cross-social media retrieval is demonstrated using three real world representative social media sources namely Blogspot.com, Flickr and YouTube.
In many situations, both S-NMF and MS-NMF learn shared and individual subspaces that are not properly segregated causing negative knowledge transfer. To deal with negative transfer learning, a regularized extension of S-NMF (termed as RS-NMF) is developed in chapter 5. In deriving RS-NMF, the segregation among the shared and individual subspaces is ensured through a set of mutual orthogonality constraints. The use of additional constraints give rise to a modified set of iterative updates, however, we have shown that the convergence of these updates can still be guaranteed. In addition to the modeling, this chapter provides a systematic model selection procedure for learning the model parameters such as regularization parameters, subspace dimensionalities etc. The utility of this model is shown through retrieval and clustering applications using a variety of data sets. The key-point of immunity to negative transfer learning is successfully demonstrated.

Similar to the above nonnegative models, it is desirable to have a model that can deal with mixed-sign data sources. To fulfill this requirement, a hierarchical, fully Bayesian shared subspace learning (BSSL) model is developed under a linear-Gaussian framework. Similar to MS-NMF, this model allows modeling multiple data sources with arbitrary sharing configurations. For model inference, an efficient Rao-Blackwellized Gibbs sampler is derived. The effectiveness of this model is shown on social media retrieval using auxiliary sources and cross-social media retrieval. The proposed BSSL outperforms many non-sharing baselines such as PCA and Bayesian probabilistic matrix factorization (BPMF) Salakhutdinov and Mnih [2008].

In chapter 3 and 4, some heuristics were used to determine the shared subspace dimensionalities. A more systematic model selection procedure based on rank estimation was adopted in chapter 5. However, learning the model parameters through a separate model selection procedure is computationally expensive and time consuming. In chapter 7, we address this problem using the theory of Bayesian nonparametrics. Using hierarchical beta process prior, we have developed a nonparametric Bayesian model (termed as NJFA), which can learn the subspace dimensionalities automatically from the data. The model is general in that it allows modeling any number of data sources with arbitrary sharing configurations. For model inference, an efficient Gibbs sampler is derived using auxiliary variable scheme by directly sampling from the posterior of the underlying beta process. The effectiveness of the model is shown through language model perplexity improvement over non-sharing counterpart and other related models using NIPS 0-12 data set. In addition, NJFA also outperforms many recently proposed state-of-the-art techniques for content-based image retrieval using NUS-WIDE animal data set.
8.2 Future Works

There are several potential extensions from the work taken up in this thesis which have not been addressed here and are left for future investigation. We list them as the following:

- In chapter 7, we have addressed the model selection of joint matrix factorization for mixed-sign data sources. Although this framework can model nonnegative data sources as a special case, there are cases when nonnegative constraints are essential to provide useful and intuitive interpretation of data. This requires the similar Bayesian nonparametric modeling in case of nonnegative models such as S-NMF. This is possible by changing the model distributions in chapter 7 to distributions with nonnegative support while ensuring that inference is tractable.

- In the current nonparametric joint factor analysis (NJFA) mode, we have not exploited the correlation within the factor matrix. To capture this correlation, an extension is required where the factors are a draw from a multivariate distribution. However, at first instance, this extension appears intractable. One fruitful direction to approach this problem is through using variational inference.

- In this thesis, we have mainly focused on developing various shared subspace learning frameworks by treating each data source as a collection of data examples. One promising direction is to extend these models to allow modeling of data streams where data examples appear on a time-line. This would lead to more realistic models, as in the real world, most of the data sources are evolving with time.

- In this thesis, we have confined ourselves to the linear models. Extensions to non-linear cases may be desirable. Possible approaches are to introduce features based on kernels (akin to kernel PCA or kernel NMF). In fact, a nonlinear kernel version of NMF is recently proposed in Zafeiriou and Petrou [2009]. Another fruitful direction is to proceed from Gaussian process based latent variable models such as GPLVM [Lawrence, 2003], Bayesian GPLVM [Titsias and Lawrence, 2010] etc. This opens connections to manifold learning based approaches. Extension to this end is also possible.

- Another useful direction is to develop supervised or semi-supervised models. We have considered subspace learning to solve mainly unsupervised tasks. Subspace learning models such as linear discriminant analysis (LDA) are quite popular for supervised applications such as face recognition. The main idea is to develop predictive subspace learning techniques similar to Chen et al. [2010]. The subspace learning has also been used in “learning to learn” problems mainly to transfer knowledge but this line of research learns a subspace for the classification/regression parameters whereas less
attempts have been made towards modeling the data directly. Single source models for this task are already available, e.g. LDA and probabilistic LDA [Ioffe, 2006] but these models are prone to over-fitting especially in the domains where there are not enough examples. Bayesian extension of probabilistic LDA may help in dealing with these problems. When there are not enough examples for learning the subspace or if the domain is very noisy, it might be a good idea to consider extending these techniques in the paradigm of shared subspace learning. This gives rise to predictive shared subspace learning models. A promising starting point is the work of Chen et al. [2010] which focuses on multi-view learning by relying on undirected graphical models. An extension is required for general settings and one can also use directed graphical models such as Bayesian networks. Since these techniques would require model selection to infer the subspace dimensionalities, nonparametric Bayesian priors can play a major role while developing these models.

For the retrieval algorithms used in this thesis, the emphasis was on demonstrating the learning capabilities of various proposed models. The data sets comprising of social media tags are generally sparse and thus data structures from sparse linear algebra such as those suggested in Witten et al. [1999] can further be utilized to speed up the retrieval algorithm. In addition, extensions can be developed to incorporate relevance feedback and automatic query expansion schemes to reduce the query ambiguities. There exists huge literature around such techniques. Some of the useful references are the works of Salton and Buckley [1990], Riezler et al. [2007] (a statistical language processing approach to relevance feedback) and the survey in Ruthven and Lalmas [2003].

Through above listing, we have outlined several potential research directions. However, research on unsupervised modeling of multiple data sources is a relatively new area and there are many broad questions to answer. For example, can we develop joint models which keeps refining itself efficiently to leverage continuously growing data sources in an incremental fashion? Can we develop frameworks for joint modeling of multiple sources, which although related at higher level, do not have any lower level commonalities? Can we exploit structured sparsity to learn the higher level objects or structures directly? We believe that attempting to answer many such questions will allow us to build systems which could break the existing barriers in machine learning and exploit the strength of multiple sources in a true sense.
Appendix A

Convexity Analysis

Convex Set

Definition A.1. Let $V$ be a vector space over the set of real numbers $\mathbb{R}$, then a set $Y \in V$ is said to be convex if, for each $y_1, y_2 \in Y$ and a constant $\alpha \in [0, 1]$, the point $\bar{y}$, defined as $\bar{y} \triangleq \alpha y_1 + (1 - \alpha) y_2$ belongs to the set $Y$.

The above definition of convex sets implies that every point on the line segment connecting $y_1$ and $y_2$ belongs to the set $Y$.

Convex Function

A real-valued function $f(y)$ defined on an interval $(a, b)$ is convex if the graph of the function lies below the line segment joining any two points of the graph.

Definition A.2. Let $Y$ be a convex set defined in a vector space, then a real-valued function $f : Y \to \mathbb{R}$ is defined as convex if, for any two points $y_1, y_2 \in Y$ and a constant $\alpha \in [0, 1]$

$$f (\alpha y_1 + (1 - \alpha) y_2) \leq \alpha f (y_1) + (1 - \alpha) f (y_2) \quad (A.1)$$

Concave functions can be defined in a similar manner. In particular, a function $g$ is said to be concave if $-g$ is convex.

Convexity Analysis of NMF Objective Function

Consider the least-squares objective function for nonnegative matrix factorization (NMF), which is given as
\[ C(W, H) = \|X - WH\|^2_F = \text{Tr} \left[ (X - WH) (X - WH)^T \right] \]  

(A.2)

where \( W \) and \( H \) are assumed to be nonnegative matrices, i.e., \( W, H \geq 0 \). In chapters 3, 4 and 5, we have derived multiplicative updates for various joint factorization models adapted from NMF. In these chapters, we stated that the objective functions of the form as in Eq (A.2) is not convex in general. However, when considering one optimization variable at a time, it is convex. For example, the objective function of Eq (A.2) is convex when considered as a function of \( W \) (or \( H \)) alone while fixing \( H \) (or \( W \)). Following the definition of convex functions as given in Eq (A.1), we can easily verify this for objective function of Eq (A.2).

To verify the convexity of objective function of Eq (A.2) when the matrix \( H \) is fixed, for any two matrices \( W_1 \) and \( W_2 \) and any \( \alpha \in [0, 1] \), consider

\[
\alpha C(W_1, H) + (1 - \alpha) C(W_2, H) = \alpha \text{Tr} \left[ (X - W_1H) (X - W_1H)^T \right] \\
+ (1 - \alpha) \text{Tr} \left[ (X - W_2H) (X - W_2H)^T \right] \\
= \text{Tr} \left[ XX^T \right] - \text{Tr} \left[ 2\alpha W_1HX^T + 2(1 - \alpha) W_2HX^T \right] \\
+ \text{Tr} \left[ \alpha W_1HH^T W_1^T + (1 - \alpha) W_2HH^T W_2^T \right] \quad \text{(A.3)}
\]

Defining \( \bar{W} \triangleq \alpha W_1 + (1 - \alpha) W_2 \), we can write

\[
C(\bar{W}, H) = \text{Tr} \left[ (X - \bar{W}H) (X - \bar{W}H)^T \right] \\
= \text{Tr} \left[ XX^T \right] - \text{Tr} \left[ 2\alpha W_1HX^T + 2(1 - \alpha) W_2HX^T \right] \\
+ \text{Tr} \left[ \alpha W_1HH^T \bar{W}^T + (1 - \alpha) W_2HH^T \bar{W}^T \right] \quad \text{(A.4)}
\]

Comparing Eqs (A.3) and (A.4), we get

\[
\alpha C(W_1, H) + (1 - \alpha) C(W_2, H) - C(\bar{W}, H) = \text{Tr} \left[ \alpha W_1HH^T (W_1 - \bar{W})^T \right] \\
+ \text{Tr} \left[ (1 - \alpha) W_2HH^T (W_2 - \bar{W})^T \right] \\
= \text{Tr}[\alpha (1 - \alpha) W_1HH^T (W_1 - W_2)^T] \\
- \alpha (1 - \alpha) W_2HH^T (W_1 - W_2)^T \\
= \alpha (1 - \alpha) \| (W_1 - W_2) H \|_F^2 \\
\geq 0
\]

which satisfies the convexity condition of Eq (A.1). By symmetry between \( W \) and \( H \), we can show the convexity of \( C \) in \( H \) when \( W \) is fixed.
Convexity Analysis of S-NMF Objective Function

Before showing the convexity of S-NMF similar to the above, we prove the following lemma.

**Lemma A.1.** Given two convex functions \( f_1 \) and \( f_2 \) and nonnegative constants \( \lambda_1 \) and \( \lambda_2 \), the linear combination \( \lambda_1 f_1 + \lambda_2 f_2 \) is also convex.

**Proof.** Since the functions \( f_1 \) and \( f_2 \) are convex, for any two points \( y_1, y_2 \) and a constant \( \alpha \), define \( \bar{y} \triangleq \alpha y_1 + (1 - \alpha) y_2 \), then the following inequalities hold

\[
\begin{align*}
    f_1 (\bar{y}) & \leq \alpha f_1 (y_1) + (1 - \alpha) f_1 (y_2) \quad \text{(A.5)} \\
    f_2 (\bar{y}) & \leq \alpha f_2 (y_1) + (1 - \alpha) f_2 (y_2) \quad \text{(A.6)}
\end{align*}
\]

Let us define the function arising from the linear combination \( \lambda_1 f_1 + \lambda_2 f_2 \) as \( h \), i.e., \( h \triangleq \lambda_1 f_1 + \lambda_2 f_2 \), then to show the convexity of the function \( h \), we need to establish the following inequality

\[
    h (\bar{y}) \leq \alpha h (y_1) + (1 - \alpha) h (y_2)
\]

The above can be easily shown by using Eqs (A.5) and (A.6) and writing

\[
    h (\bar{y}) = \lambda_1 f_1 (\bar{y}) + \lambda_2 f_2 (\bar{y}) \\
    \leq \lambda_1 (\alpha f_1 (y_1) + (1 - \alpha) f_1 (y_2)) + \lambda_2 (\alpha f_2 (y_1) + (1 - \alpha) f_2 (y_2)) \\
    = \alpha (\lambda_1 f_1 (y_1) + \lambda_2 f_2 (y_1)) + (1 - \alpha) (\lambda_1 f_1 (y_2) + \lambda_2 f_2 (y_2)) \\
    = \alpha h (y_1) + (1 - \alpha) h (y_2)
\]

\[\square\]

**Theorem A.1.** The objective function of Eq (3.4) used for S-NMF is convex in \( W \) when the matrices \( U, V, H \) and \( L \) are fixed.

**Proof.** The theorem can be easily proven by applying the result in Lemma A.1 to S-NMF objective function. \[\square\]

Although, above result is stated for convexity in \( W \), similar convexity folds for other variables provided remaining variables are fixed. In the following, we state equivalent theorems for the models MS-NMF and RS-NMF described in chapters 4 and 5 repectively.

**Theorem A.2.** The objective function of Eq (4.5) used for MS-NMF is convex in \( W_v \) when other optimization variables (other matrices) are fixed.
Proof. The proof follows from the application of Lemma A.1 extended from the nonnegative linear combination of two functions case to multiple functions.

Theorem A.3. The objective function of Eq (5.1) used for RS-NMF is convex in $W$ when the matrices $U$, $V$, $H$ and $L$ are fixed.

Proof. The proof follows from the direct application of Lemma A.1 in the context of RS-NMF.
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