Abstract—Power control, beamforming and link scheduling are all important operations to improve the power-and-spectral efficiency of networks of multiple-input multiple-output (MIMO) wireless links. We call a joint optimization of the above operations the space-time power scheduling (STPS) scheme. The STPS scheme is formulated as joint optimization of the transmitter covariance matrices of all active MIMO links over all dimensions of space and time, which includes the dimension of frequency as a dual form of time. In this paper, we address the proportional fair (PF) and quality-of-service (QoS) issues of the STPS scheme, which are important for networks with asymmetric topology and/or asymmetric traffic demands. Both slow fading channels and fast fading channels are considered. We demonstrate that the PF-STPS scheme provides a very attractive tradeoff between sum capacity and rate distribution for asymmetric links. We also demonstrate that the QoS-STPS scheme has a much higher power-and-spectral efficiency than the previously existing QoS based scheme that do not exploit the temporal freedom. Efficient optimization algorithms for both PF-STPS and QoS-STPS are provided. The STPS scheme is a centralized cooperative scheme which requires a scheduler. For ad hoc networks, this scheduler can be elected adaptively among eligible nodes in the network.
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I. INTRODUCTION

This paper considers a network of distributed multiple-input multiple-output (MIMO) wireless links. The topology of the network can be arbitrary, an example of which is illustrated in Fig. 1. This network may represent a spectrally isolated portion of a much larger network. In fact, if the original network is too large, for ease of management, the larger network can be partitioned into multiple smaller networks, each of which is assigned with an orthogonal frequency band. The focus of this paper is to optimize the power-and-spectral efficiency of a given network in a given frequency band. Many conventional nondistributed MIMO links such as multiple access MIMO links (i.e., multiple users with multiple antennas transmitting to a base station with multiple antenna) and broadcast MIMO links (i.e., a base station with multiple antennas transmitting to multiple users with multiple antennas) are extreme cases of the distributed MIMO links.

The power-and-spectral efficiency of the network of distributed MIMO links depends on the operations at all links in the network. To achieve a high power-and-spectral efficiency, a scheduler for the network is desirable whenever possible. For a cellular network, the scheduler should naturally reside at the base station. For an ad hoc network, the scheduler can reside at any node in the network. See Fig. 1. In a dynamic environment where nodes come and go, the scheduler can be adaptively elected among eligible nodes in the network. The election can be done based on the capacity of a node, the status of a node, and the location of a node, etc. The research of the scheduler election issues is important but beyond the scope of this paper. We assume that a scheduler is available for the network within the time scale of interest.

At the most ideal extreme, one would like to develop cooperative coding schemes for distributed MIMO links in order to maximize the network throughput. But this approach is currently considered to be highly infeasible even in theory. For a network of only two single-input single-output (SISO) links, cooperative coding is still considered a challenging research topic to date [1]. Because of this limitation, we will assume that only single-user decoder is used at each MIMO link.
The next most fundamental problem for maximizing the network throughput (which is treated as an equivalent term for power-and-spectral efficiency) is to design the best transmitter covariance matrix of each MIMO link. Here and throughout the paper, we assume that the single-user receivers of all links are optimally designed. In [2]–[4], the authors investigated the optimal design of single-beam beamforming of each MIMO link (or equivalently joint design of transmitter and receiver beamforming). The single-beam beamforming approach effectively treats the transmitter covariance matrix of each MIMO link as a rank-one matrix. In [5]–[8], the network throughput under optimal transmitter covariance matrix without any rank constraint for each MIMO link is investigated. The best network throughput achievable by this approach is generally higher than that based on the single-beam beamforming approach. All of the above mentioned works can be seen as a generalization of power control from distributed SISO links to distributed MIMO links. However, they are all limited to a setting where each MIMO link is allocated with a time (or frequency) invariant transmitter covariance matrix. The above approaches do not treat link scheduling as an integral part of the design of transmitter covariance matrices.

In the recent works [9], [10], the authors proposed a joint optimization of power control, multiple-beam beamforming and link scheduling where effectively the transmitter covariance matrix of each link is treated as a time (or frequency) varying function within the given frequency band. This is what we call space-time power scheduling (STPS). Under a symmetric network condition, the STPS scheme has been developed for maximizing a sum capacity of distributed MIMO links for slow fading channels in [9] and for fast fading channels in [10].

In this paper, we further develop the STPS scheme by addressing the issues of fairness and quality-of-service (QoS). These issues are particularly important for networks with asymmetric topology and/or asymmetric traffic demands.

To address the fairness issue, we will incorporate a proportionally fair (PF) utility function into the STPS scheme. The PF notion was proposed in [11] and later also applied in [12]–[14]. The rates of all links are said to be proportionally fair if any increase of the rate of one link by \( x\% \) would result in a decrease of the mean rate of other links by more than \( x\% \). Remarkably, the PF notion is automatically embedded in such a utility function that is the sum of the logarithms of link rates. In this paper, we demonstrate that by incorporating the PF notion into the STPS scheme, the resulting PF-STPS scheme typically yields a near maximum sum capacity for asymmetric networks while a relatively even distribution of link rates can be maintained. Furthermore, by applying ([15], Theorem IV.1) for the fast fading case, we will develop a simpler form of the ergodic capacity, which in turn leads to a much simplified optimization algorithm than that in [10].

On the other hand, QoS corresponds to a set of predetermined service performance [16]. Mathematically, QoS can be formulated into different forms of constraints such as the signal-to-interference-plus-noise ratio (SINR) constraint [2], [3], the transmission error rate constraint [17], and the end-to-end rate constraint [18]. In this paper, we will consider a set of link-wise rate constraints as the QoS measure. Such a rate-constrained STPS scheme will be referred to as the QoS-STPS scheme. Under the QoS-STPS scheme, any set of finite data rates of all links is feasible. This property does not hold for the space-only power scheduling scheme such as [7], where the feasible region of data rates is bounded even if the transmission power of each link is unbounded. Since any finite data rates are achievable with finite power under the STPS scheme, we can apply the penalty method ([19, Sec. 3.1]) to develop a very efficient optimization algorithm. As tested in simulations, this algorithm consistently yields the results that satisfy the desired rates.

It is important to note that under the STPS scheme, the mathematical problem is nonconvex. All known attempts to simplify the problem into a convex problem result in loss of power-and-spectral efficiency. The optimization algorithm that we have developed for the STPS scheme is a projected gradient search. The transmitter covariance matrices from any other scheme can be used as an initial condition in the STPS based search. Although not guaranteed to be “globally optimal”, the results from the STPS based search are consistently better than those under other schemes. This has been shown in [9] and [10] and will be further demonstrated in this paper. For convenience, we will not always distinguish the STPS scheme from the STPS based search algorithms.

The rest of this paper is organized as follows. In Section II, the preliminaries of the STPS scheme are introduced. In Section III, we present the PF-STPS scheme. In Section IV, we develop the QoS-STPS scheme. The performance of the PF-STPS scheme and the QoS-STPS scheme is illustrated in Section V.

II. PRELIMINARIES OF THE STPS SCHEME

We consider a network of \( L \) distributed MIMO links operating in a given frequency band. Each link consists of a transmitting node and a receiving node, and no link shares a node with another link. In practice, such a network represents a snapshot of an ad hoc network where the pairing of transceivers has been determined from an upper layer operation.

Both slow fading channels and fast fading channels will be considered. For slow fading channels, the channel coefficients remain constant within the time window \( W_D \) of a complete packet as governed by a delay requirement in practice. For fast fading channels, the channel coefficients change randomly within \( W_D \). But for both cases, we assume that the channel coefficients remain constant over \( T \leq L \) contiguous time slots. The length of each time slot can vary significantly, which depends on many factors including the available bandwidth. The “time slots” referred to in this paper can be replaced by “frequency bins” or a combination of “time and frequency”. This will not change the power-and-spectral efficiency of the STPS scheme.

The transmitter covariance matrix of each link is treated as a function of the time slot index \( t \), which is denoted by \( \mathbf{P}_i(t) \) with \( i = 1, \ldots, L \) and \( t = 1, \ldots, T \). For slow fading channels, \( W_D \) can be set to equal \( T \) time slots. For fast fading channels, \( W_D \) can be set to equal a large multiple of \( T \) time slots. The development of a search algorithm to compute \( \mathbf{P}_i(t) \), for \( i = 1, \ldots, L \) and \( t = 1, \ldots, T \), is a central part of the STPS scheme.

We will refer to the receiver of the \( i \)th desired (as opposed to interfering) link as the \( i \)th receiver and the transmitter of the \( i \)th
desired link as the $i^{th}$ transmitter. The signal $y_i(t)$ received by the $i^{th}$ receiver during the $t^{th}$ time slot is modeled as
\[
y_i(t) = \sqrt{\beta_{ii}}H_{ii}x_i(t) + \sum_{j=1, j\neq i}^{L} \sqrt{\beta_{ij}}H_{ij}x_j(t) + v_i(t) \tag{1}
\]
where $H_{ij}$ is the $N \times N$ channel matrix between the $j^{th}$ transmitter and the $i^{th}$ receiver, $\beta_{ij}$ denotes the channel gain (including the propagation path-loss and shadowing effect) between the $j^{th}$ transmitter and the $i^{th}$ receiver, $x_i(t)$ is the signal vector transmitted from the $i^{th}$ transmitting node within the $t^{th}$ time slot, and $v_i(t)$ is the noise. The covariance matrix of $x_i(t)$ is $P_i(t)$, i.e., $P_i(t) \triangleq E\{x_i(t)x_i^H(t)\}$ where $E\{\cdot\}$ is the expectation. We assume that $v_i(t)$, for $i = 1, \ldots, L$ and $t = 1, \ldots, T$, are independent and identically distributed (i.i.d.) Gaussian noise (AWGN) with zero mean and covariance matrix $C_{V_i} = I_N$. Here $I_N$ denotes the $N \times N$ identity matrix. We have assumed for convenience that each node has $N$ antennas.

The capacity of the $i^{th}$ link over $T$ time slots is given by
\[
I_i(P) = \frac{1}{T} \sum_{t=1}^{T} \log_2 \left| I_N + \beta_{ii}H_{ii}P_i(t)H_{ii}^H + R_{ii}(t) \right| \tag{2}
\]
where $P \triangleq \{P_i(t), i = 1, \ldots, L, t = 1, \ldots, T\}$, $|\cdot|$ denotes the determinant of a matrix, and $R_{ii}(t)$ is the interference-plus-noise covariance matrix at the $i^{th}$ receiving node within the $t^{th}$ time slot, i.e.,
\[
R_{ii}(t) = \sum_{j=1, j\neq i}^{L} \beta_{ij}H_{ij}P_j(t)H_{ij}^H + I_N. \tag{3}
\]

In [9], the following STPS scheme is proposed:
\[
\max_P \sum_{i=1}^{L} I_i(P) \tag{4}
\]
subject to the same power constraints (5) and (6), where $\text{tr}\{\cdot\}$ denotes the trace of a matrix. This scheduling problem is useful for slow fading channels where all channel matrices are required by the scheduler. The receiver of each link needs to know the channel matrix of that link.

In [10], the STPS scheme is extended to fast fading channels as follows:
\[
\max_P \sum_{i=1}^{L} E_{H_i}\{I_i(P)\} \tag{7}
\]
subject to the same power constraints (5) and (6), where $E_{H_i}\{\cdot\}$ stands for the statistical expectation with respect to $H_i \triangleq [H_{i1}, \ldots, H_{iL}]^T$, and $(\cdot)^T$ denotes the matrix transpose. The above scheme (7) is useful for fast fading channels where the scheduler does not need to know any channel matrix and hence the transmitter covariance matrices are independent of the channel matrices but the receiver of each link needs to know the channel matrix of that link. The complexity of the closed form expression $\sum_{i=1}^{L} E_{H_i}\{I_i(P)\}$ depends on the statistical properties of the channel matrices, which will be assumed to be i.i.d. Gaussian in this paper. The ergodic sum capacity is theoretically achievable through coding over a large multiple of $T$ time slots.

The implementation of the STPS scheme requires a central scheduler. In a wireless mesh network with a central point (AP), the AP can take up the role of the scheduler. In an ad hoc network, the scheduler can be adaptively elected. For the case of slow fading channels, the scheduler needs to coordinate the calibration of channel matrices, collect all channel matrices, and then compute and distribute the transmit covariance matrices of all links. In the case of fast fading channels, the scheduler does not need to know the channel matrices but assumes the statistics of all channel matrices. The statistics of all channel matrices is needed so that a closed form expression of the ergodic sum capacity $\sum_{i=1}^{L} E_{H_i}\{I_i(P)\}$ can be found to facilitate the (off line) development of the optimization algorithm.

Once each receiver has received the information of its transmitter covariance matrices from the scheduler, the $i^{th}$ transmitter applies the transmitting covariance matrices $P_i(t)$, $t = 1, \ldots, T$ over $T$ time slots in the slow fading case or over a large multiple of $T$ time slots in the fast fading case. The $i^{th}$ receiver decodes the packet based on $y_i(t)$, $t = 1, \ldots, T$, and $H_{ii}$ over $T$ time slots in the slow fading case or over a large multiple of $T$ time slots in the fast fading case. With given $P_i(t)$, $t = 1, \ldots, T$, the existing coding and modulation techniques can be applied. But the linearity of power amplifiers is required. If $T = 1$ is chosen, the scheme (4) reduces to the space-only power scheme shown in [7]. If $T = 1$ is chosen and $P_i(t)$ is forced to have rank one, then both (4) and (7) become a space-only single-beam beamforming method for maximizing the sum capacity.

But (4) and (7) are appropriate only for symmetric networks where no link either dominates or is inferior to others in terms of channel quality. Otherwise, the data rate distribution among the $L$ links would be very uneven or very unfair. In the next section, we will examine a PF based STPS scheme.

There are also situations where the desired data rate for each link within a given time/frequency band is predetermined from a higher layer of the network. In such situations, we can find the transmitting covariance matrices with the least amount of total transmission power to satisfy the desired data rates for all links. The desired data rates are an important measure of QoS. In Section IV, we will present a QoS based STPS scheme.

III. PROPORTIONAL FAIR BASED STPS SCHEME

Following the same idea as used in [12]–[14], we can revise the problem (4)–(6) into the following so called proportional fair (PF) problem for slow fading channels:
\[
\max_P \sum_{i=1}^{L} \ln(I_i(P)) \tag{8}
\]
subject to (5) and (6), where $P \triangleq \{P_i(t), i = 1, \ldots, L, t = 1, \ldots, T\}$.
The logarithmic function in (8) decreases the reward (i.e., the increase of data rate) for a link as the data rate of the link becomes large. In fact, the notion of “proportional fair” comes from the fact that the differential of the logarithm of a data rate is inversely proportional to the data rate. The power constraint (9) is a total power constraint which differs from the link-wise power constraint (5).

Similarly, for fast fading channels, the optimization problem with the objective function (7) and constraints (5) and (6) can be revised into:

$$\max_P \sum_{i=1}^{L} \ln(E_{H_i} \{I_i(P)\})$$ \hspace{1cm} (11)

subject to constraints (9) and (10).

Both of the above optimization problems can be solved in the same way as in [9] and [10]. The logarithm in the objective function only affects the gradient computation in an obvious way. But in the following, we introduce a much simpler expression of $E_{H_i} \{I_i(P)\}$ than that used in [10], which in turn simplifies the computation of the problem (11). This simplification is based on an asymptotical form of $E_{H_i} \{I_i(P)\}$ as $N \to \infty$.

Let us write

$$P_i(t) = U_i(t) D_i(t) U_i^H(t)$$ \hspace{1cm} (12)

as the eigenvalue decomposition of $P_i(t)$, where $D_i(t) \triangleq \text{diag}\{d_{i,1}(t), \ldots, d_{i,N}(t)\}$ is the diagonal matrix of the eigenvalues and $U_i(t)$ is the (unitary) matrix of the eigenvectors. Using (12) in (2), we have

$$E_{H_i} \{I_i(P)\} = E_{H_i} \left\{ \frac{1}{T} \sum_{t=1}^{T} \left[ \log_2 \left| I_N + \sum_{j=1}^{L} \beta_{i,j} H_{i,j} U_j(t) D_j(t) U_j^H(t) H_{i,j}^H \right| \right] \right\}.$$ \hspace{1cm} (13)

Assuming that all elements in $H_{i,j}$ are i.i.d. Gaussian with zero mean and unit variance, the elements in $H_{i,j}(t) \triangleq H_{i,j} U_j(t)$ are also i.i.d. Gaussian with zero mean and unit variance. Hence, (13) is equivalent to

$$E_{H_i} \{I_i(P)\} = E_{H_i} \left\{ \frac{1}{T} \sum_{t=1}^{T} \left[ \log_2 \left| I_N + \sum_{j=1,j \neq i}^{L} \beta_{i,j} H_{i,j} U_j(t) D_j(t) U_j^H(t) H_{i,j}^H \right| \right] \right\}.$$ \hspace{1cm} (14)

Applying [15, Theorem IV.1], which is also used in [20], (14) has the following asymptotical form with respect to $N$:

$$E_{H_i} \{I_i(D)\} = \frac{1}{T} \sum_{t=1}^{T} \sum_{j=1}^{L} \log_2 \left( 1 + N \eta_{i,1}(t) \beta_{i,j} d_{j,n}(t) \right)$$
$$- \sum_{j=1,j \neq i}^{L} \log_2 \left( 1 + N \eta_{i,2}(t) \beta_{i,j} d_{j,n}(t) \right)$$
$$+ N \log_2 \frac{\eta_{i,2}(t)}{\eta_{i,1}(t)} + N (\eta_{i,1}(t) - \eta_{i,2}(t)) \log_2(e)$$ \hspace{1cm} (15)

where $D \triangleq \{d_{i,n}(t), i = 1, \ldots, L, n = 1, \ldots, N, t = 1, \ldots, T\}$, and $\eta_{i,1}(t)$ and $\eta_{i,2}(t)$ satisfy the following non-linear equations, respectively:

$$\eta_{i,1}(t) + \sum_{j=1}^{L} \sum_{n=1}^{N} \frac{\eta_{i,1}(t) \beta_{i,j} d_{j,n}(t)}{N \eta_{i,1}(t) \beta_{i,j} d_{j,n}(t) + 1} = 1$$ \hspace{1cm} (16)

$$\eta_{i,2}(t) + \sum_{j=1,j \neq i}^{L} \sum_{n=1}^{N} \frac{\eta_{i,2}(t) \beta_{i,j} d_{j,n}(t)}{N \eta_{i,2}(t) \beta_{i,j} d_{j,n}(t) + 1} = 1$$ \hspace{1cm} (17)

with $0 < \eta_{i,1}(t), \eta_{i,2}(t) < 1$. Since the left hand sides of (16) and (17) are monotonically increasing functions of $\eta_{i,1}(t)$ and $\eta_{i,2}(t)$ respectively, $\eta_{i,1}(t)$ and $\eta_{i,2}(t)$ can be easily found, for example, by the bisection method ([21, pp. 145]). It is worth noting that (15) is an accurate approximation to the ergodic capacity (13) even when $N$ is as small as three [20].

With the closed form expression (15) at hand, the problem (11) can be solved by the gradient projection method similar to that developed in [10], which we will not repeat.

In Section V, we will illustrate the performance of the PF-STPS scheme (8) and (11) numerically.

IV. QUALITY-OF-SERVICE BASED STPS SCHEME

To ensure a pre-determined data rate for each link, we can formulate the QoS-STPS scheme as follows.

For slow fading channels, the QoS-STPS scheme is

$$\min_P \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{L} \text{tr} \{P_i(t)\}$$ \hspace{1cm} (18)

s.t. \hspace{0.5cm} I_i(P) \geq R_i, \hspace{0.5cm} i = 1, \ldots, L\hspace{1cm} (19)

$$P_i(t) \geq 0, \hspace{1cm} i = 1, \ldots, L, \hspace{1cm} t = 1, \ldots, T\hspace{1cm} (20)$$

where $R_i$ is the desired rate of link $i$ in bits/second/Hertz (bits/s/Hz). The rate $R_i$ can be determined by a higher layer of the network operation.

Here, we use $I_i(P)$ to measure the data rate of link $i$ as a function of the transmitter covariance matrices of all links during each time window of $T$ time slots. In practice, one can modify this function according to the actual coding and modulation methods deployed. It should also be noted that for each time window of $T$ time slots, a set of active links must be decided from a higher layer operation. Each set of active links may or
may not overlap with other sets of active links. The construction of the sets of active links is also an important process for QoS purpose. For example, if the data rates (in bits/s/Hz averaged over $T$ time slots) of all links are the same and link $A$ requires more data to be transferred than all other links, then link $A$ should be included in more sets of active links than all other links.

Unlike that in [2] and [3] where QoS is also utilized, $P_i(t)$ here is not constrained to have rank one. Furthermore, $P_i(t)$ here is allowed to vary with the time slot index $t = 1, \ldots, T$. With $T \geq L$, the feasible region of $R_i, i = 1, \ldots, L$, is unbounded unless the power is bounded. A proof of this is simple. Under $T \geq L$, a sub-optimal scheduling is such that only one link is active per time slot, which is the well known TDMA. Since there is no interference in each time slot, any finite data rate is therefore feasible. But for any space-only power scheduling such as [2] and [3] where $T = 1$, the feasible region of $R_i, i = 1, \ldots, L$, is bounded (with $L > 1$) even if the power is unbounded.

For fast fading channels, the QoS-STPS scheme follows by replacing (19) by the following:

$$\mathbb{E}_H\{I_i(P)\} \geq R_i, \quad i = 1, \ldots, L.$$ (21)

The property of the unbounded feasible region for the QoS-STPS scheme makes the optimization much easier. Since we know that the equalities in (19) and (21) are always achievable under $T \geq L$, we can follow the penalty method ([19, Sec. 3.1]) to solve the above problems as shown next.

### A. Slow Fading Channels

For slow fading channels, we define the following penalized cost function:

$$L_n(P, \lambda) = \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{L} \text{tr}\{P_i(t)\} + \lambda_a \sum_{i=1}^{L} (R_i - I_i(P))^2$$

where $\lambda_a > 0$ is the associated cost coefficient. In particular, $\lambda_a$ starts with a small value and then gradually increases as $P_i(t)$ is updated. The update of $\lambda_a$ follows a gradient ascend. The update of $P_i(t)$ follows a projected gradient descend. With straightforward manipulations, one can verify the following recursions to minimize $L_n(P, \lambda)$:

$$\lambda^{(k+1)}_a = \lambda^{(k)}_a + \alpha_k \sum_{i=1}^{L} (Q^{(k)}_i)^2$$

$$P^{(k+1)}_i(t) = (1 - \delta_k)P^{(k)}_i(t) + \delta_k \left[ P^{(k)}_i(t) - s_k F^{(k)}_i(t) \right]^+$$

where $\alpha_k > 0, \delta_k > 0, s_k > 0$ are the step-size parameters, $[\cdot]^+$ denotes the operation of projecting an arbitrary Hermitian matrix to the set of positive semidefinite matrices, and $F^{(k)}_i(t)$ and $Q^{(k)}_i$ are shown at the bottom of the page.

The parameter $\alpha_k$ should be chosen such that it increases with the number of iterations, while $\delta_k$ and $s_k$ can be chosen, for example, according to the Armijo rule along the feasible direction ([19, pp. 225–226]). In this rule, $s_k = s$ is a constant throughout the iterations, and $\delta_k = \theta^{\lfloor mk \rfloor}$, where $m_k$ is the minimal nonnegative integer that satisfies the following inequality

$$L_n \left( P^{(k+1)}, \lambda^{(k)}_a \right) - L_n \left( P^{(k)}, \lambda^{(k)}_a \right) \leq \sigma \theta^{m_k} \sum_{t=1}^{T} \sum_{i=1}^{L} \text{tr} \left\{ \left( F^{(k)}_i(t) \right)^H \times \left[ P^{(k)}_i(t) - s F^{(k)}_i(t) \right]^+ - P^{(k)}_i(t) \right\}.$$

Here $\sigma$ and $\theta$ are constants. According to [19, pp. 225–226], usually $\sigma$ is chosen close to 0, while a proper choice of $\theta$ is from 0.1 to 0.5.

In the numerical simulations, we observe that with properly chosen step-size parameters, the sequence $P^{(k)}_i(t)$ with respect to $k$ always converges to a local optimal solution that achieves the equality in (19). The convergence criterion is given by

$$\max_{i \in \{1, \ldots, L\}} \left| Q^{(k)}_i \right| \leq \varepsilon$$

where $\varepsilon$ is a positive constant close to zero.

In our simulations shown later, we use $s = 0.1, \sigma = 0.1, \theta = 0.5, \alpha_k = k$, and $\varepsilon = 0.01$. 

---

$F^{(k)}_i(t) = \frac{\partial L_n(P, \lambda_a)}{\partial P^{(k)}_i(t)}$

$$= \frac{1}{T} \frac{2 \phi^{(k)}_i}{T} \left( Q^{(k)}_i H^{H}_{i,i} \left[ R^{(k)}_i(t) + \beta_i H_{\mu_i} P^{(k)}_i(t) H^{H}_{i,i} \right]^{-1} H_{i,i} \right.$$

$$- \sum_{j=1, j \neq i}^{L} Q^{(k)}_j H^{H}_{i,j} \left[ (R^{(k)}_j(t) + \beta_j H_{\mu_j} P^{(k)}_j(t) H^{H}_{j,j})^{-1} - (R^{(k)}_j(t))^{-1} \right] H_{j,i} \left. \right)$$

$$Q^{(k)}_i(t) = R_i - \frac{1}{T} \sum_{t=1}^{T} \text{log}_2 \left( I_N + \beta_i H_{\mu_i} P^{(k)}_i(t) H^{H}_{i,i} \left( R^{(k)}_i(t) \right)^{-1} \right).$$
B. Fast Fading Channels

For fast fading channels, we will utilize the closed form expression (15). The original optimization becomes

$$\min_{\mathbf{T}} \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{L} \sum_{n=1}^{N} d_{i,n}(t)$$

subject to

$$I_i(D) \geq R_i$$

$$d_{i,n}(t) \geq 0, i = 1, \ldots, L, n = 1, \ldots, N, t = 1, \ldots, T$$

where $I_i(D)$ is the right side of (15).

Now using the penalty method, we define the cost function $L_f(D, \lambda_f)$ as follows:

$$L_f(D, \lambda_f) = \frac{1}{T} \sum_{t=1}^{T} \sum_{i=1}^{L} \sum_{n=1}^{N} d_{i,n}(t) + \lambda_f \sum_{i=1}^{L} (R_i - I_i(D))^2$$

where $\lambda_f > 0$ is the associated cost coefficient.

The stationary point of $L_f(D, \lambda_f)$ can be found by an iterative method, where at the kth iteration, $\lambda_f^{(k)}$ and $d_{i,n}^{(k)}(t)$ are updated in the positive and negative gradient directions respectively as follows:

$$\lambda_f^{(k+1)} = \lambda_f^{(k)} + \alpha_k \sum_{i=1}^{L} \left( W_i^{(k)} \right)^2$$

$$d_{i,n}^{(k+1)}(t) = (1 - \delta_k) d_{i,n}^{(k)}(t) + \delta_k \left[ d_{i,n}^{(k)}(t) - s_k \frac{\partial L_f(D, \lambda_f)}{\partial d_{i,n}^{(k)}(t)} \right]_+$$

where

$$\frac{\partial L_f(D, \lambda_f)}{\partial d_{i,n}^{(k)}(t)} = \frac{1}{T + T \ln 2} \left[ \sum_{j=1, j \neq i}^{L} W_j^{(k)} \right.\times \left( \frac{N_i^{(k)}(t) \beta_{i,i}}{1 + N_i^{(k)}(t) \beta_{i,i} \delta_{i,n}^{(k)}(t)} - \frac{N_{i,i}^{(k)}(t) \beta_{i,i}}{1 + N_{i,i}^{(k)}(t) \beta_{i,i} \delta_{i,n}^{(k)}(t)} \right) - \frac{2 \lambda_f^{(k)}}{T \ln 2} W_i^{(k)} \left( \frac{N_{i,i}^{(k)}(t) \beta_{i,i}}{1 + N_{i,i}^{(k)}(t) \beta_{i,i} \delta_{i,n}^{(k)}(t)} \right).$$

Here the step-size parameters can be chosen similarly as in Section IV-A. In the numerical simulations, we observe that with properly chosen step-size parameters, the sequence $d_{i,n}^{(k)}(t)$ always converges to a local optimal solution which satisfies the equality in (23).

V. NUMERICAL EXAMPLES

We now illustrate the performance of the PF-STPS scheme shown in Section III and the QoS-STPS scheme developed in Section IV. Throughout the simulations, we set $T = L$.

A. Performance of the PF-STPS Scheme

For convenience of comparison, we will refer to the sum capacity based STPS scheme shown in Section II as SC-STPS(A). We will also consider the sum capacity based STPS with total power constraint (9), instead of link-wise power constraint (5), which will be referred to as SC-STPS(B). For both slow and fast fading channels, we define the signal-to-noise ratio (SNR) of the ith link as $\text{SNR}_i \triangleq \beta_{i,i}P/(NL)$ and the nominal interference-to-noise ratio (INR) from the jth transmitting node to the ith receiving node as $\text{INR}_{i,j} \triangleq \beta_{i,j}P/(NL)$. We set $P_j = P/L, i = 1, \ldots, L$. We consider an asymmetric network with $L/2$ strong links and $L/2$ weak links, i.e.,

$$\text{SNR}_i = \begin{cases} 30 \text{dB} & i = 1, \ldots, \frac{L}{2} \\ 20 \text{dB} & i = \frac{L}{2} + 1, \ldots, L \end{cases}$$

We also set INR_{i,j} = INR, i,j = 1, \ldots, L, i \neq j and vary INR in each example.

First, we simulate the slow fading channels where all channel matrices $\mathbf{H}_{i,j}, i,j = 1, \ldots, L$ are known at the scheduler. We also assume that all elements in the channel matrices are quasi-static, which remain constant within each block of T time slots but change independently from block to block with i.i.d. Gaussian distribution.

The performance of all algorithms are compared in terms of (a) the per link capacity averaged over strong links, (b) the per link capacity averaged over weak links, and (c) the per link capacity averaged over all links, defined as follows:

$$C_{\text{strong}}^{\text{all}} = \frac{2}{JL} \sum_{j=1}^{J} \sum_{i=1}^{L} \tilde{I}_i^{(j)}(\mathcal{P}^s)$$

$$C_{\text{weak}}^{\text{all}} = \frac{2}{JL} \sum_{j=1}^{J} \sum_{i=1}^{L} \tilde{I}_i^{(j)}(\mathcal{P}^w)$$

$$C_{\text{all}}^{\text{all}} = \frac{1}{JL} \sum_{j=1}^{J} \sum_{i=1}^{L} \tilde{I}_i^{(j)}(\mathcal{P}^s)$$

where $\tilde{I}_i^{(j)}(\mathcal{P}^s)$ denotes the ith link capacity (2) with the converged $\mathcal{P}$ for the jth channel realization. We use $J = 100$ channel realizations. Obviously, we have $C_{\text{all}}^{\text{all}} = (C_{\text{strong}}^{\text{all}} + C_{\text{weak}}^{\text{all}})/2$.

Fig. 2 illustrates the per link (mean) capacity of SC-STPS(A), SC-STPS(B) and PF-STPS with $N = 4$ and $L = T = 10$. In terms of $C_{\text{all}}^{\text{all}}$, the three schemes are about the same although SC-STPS(B) is slightly better than others. Both SC-STPS(A) and SC-STPS(B) maximize the sum capacity. But SC-STPS(B) is subject to a weaker power constraint. Hence, SC-STPS(B) is expected to yield a higher $C_{\text{all}}^{\text{all}}$ than SC-STPS(A). PF-STPS
is not designed to maximize the sum capacity and hence is expected to yield lower $C_{\text{all}}^{\text{slow}}$ than the other two schemes. However, this numerical example shows that the differences in $C_{\text{all}}^{\text{slow}}$ among the three schemes are very small. This phenomenon is also confirmed by other examples in our simulations. Fig. 2 also shows that the difference $C_{\text{all}}^{\text{strong}} - C_{\text{all}}^{\text{weak}}$ is the smallest for PF-STPS, the second for SC-STPS(A) and the largest for SC-STPS(B). This is expected from the problem formulation of each scheme. But this numerical example shows that $C_{\text{all}}^{\text{strong}} - C_{\text{all}}^{\text{weak}}$ varies significantly among the three schemes. Other examples in our simulation also support this observation. Therefore, PF-STPS appears to have the best tradeoff between sum capacity and fairness among the three schemes.

Next, we consider the fast fading channels. In this case, we define the following performance measures:

$$C_{\text{all}}^{\text{fast}} = \frac{2}{L} \sum_{i=1}^{\frac{L}{2}} \mathbb{E}_H \{ I_i(P) \}$$

$$C_{\text{strong}}^{\text{fast}} = \frac{2}{L} \sum_{i=1}^{L} \mathbb{E}_H \{ I_i(P^*) \}$$

$$C_{\text{weak}}^{\text{fast}} = \frac{1}{L} \sum_{i=1}^{L} \mathbb{E}_H \{ I_i(P^*) \}$$

where $P^*$ denotes the converged $P$ by the fast fading algorithms, and $\mathbb{E}_H$ here is performed by averaging over 1000 independent realizations of i.i.d. Gaussian channel matrices with each given $P^*$.

Fig. 3 illustrates the per link (mean) capacity of SC-STPS(A), SC-STPS(B) and PF-STPS with $N = 2$ and $L = T = 6$ in the fast fading case. The general phenomenon observed here is the same as in the slow fading case.

### B. Performance of the QoS-STPS Scheme

We evaluate the performance of the QoS-STPS scheme for two different network settings:

- **Symmetric network**: The channel gains for all desired links are $\beta_{k,i} = \rho_i$, $i = 1, \ldots, L$, and the channel gains for all interfering links are $\beta_{k,j} = \beta$, $i \neq j, i = 1, \ldots, L, j \neq i$, and the rate requirement is $R_i = R_1, i = 1, \ldots, L$.
- **Asymmetric network**: Five nodes are uniformly and linearly aligned together, forming a chain of relays accessing to a common access point (AP) as shown in Fig. 4. We consider power scheduling for the three links as indicated by the solid arrows in a given time/frequency band. (Given no node can transmit and receive in the same time/frequency band, the other two links indicated by the dash arrows would have to be scheduled in a different time/frequency band.) The rate distribution for the three links are $R_1 = R, R_2 = 3R$, and $R_3 = 5R$. This is a simple example of wireless mesh network with access point.

For fast fading channels, we compare our slow fading QoS-STPS scheme (18)–(20) with the slow fading single-beam beamforming algorithm developed in [2]. For fast fading channels, we compare our fast fading QoS-STPS scheme (22)–(24) with the following fast fading single-beam beamforming alternative:

$$\min_p \sum_{i=1}^{L} p_i$$

subject to:

$$\mathbb{E}_H \{ \log_2 \left( 1 + \beta_{i,j} \rho_i h_{ij}^H S_i^{-1} h_{ij} \right) \} \geq R_i, \quad i = 1, \ldots, L$$

$$p_i \geq 0, \quad i = 1, \ldots, L$$
where $S_i = \sum_{j=1, j\neq i}^{L} p_j \beta_{ij} h_{ij} h_{ij}^H + I_N$ is the interference-plus-noise covariance matrix at the $i$th receiving node when the single-beam beamforming approach is applied at all transmitting nodes, $h_{ij}$ is an $N \times 1$ equivalent channel vector, $h_{ij}^H = [h_{ij1}^H, \ldots, h_{ijT}^H]^T$, and $p = [p_1, \ldots, p_L]^T$ is a vector containing all power allocation parameters. Note that for fast fading channels, we assume that the transmitter covariance matrices are independent of the channel matrices. For any given rank-one transmitter covariance matrix, there is one transmitting beam vector. The equivalent channel vector of a link is simply the channel matrix of the link multiplied by the transmitting beam vector of the same link.

For the symmetric network and slow fading channels, Fig. 5 shows the total power (averaged over 100 channel realizations) required by the (slow fading) QoS-beamforming scheme in [2] and our (slow fading) QoS-STPS scheme versus the data rate $R$, where $N = 4$, $T = L = 10$ and $\rho = 1$ while $\beta = 1$ or $\beta = \sqrt{10}$. With $\beta = 1$, the nominal interference level is comparable to the desired signal level $\rho = 1$. With $\beta = \sqrt{10}$, the nominal interference level is higher than the desired signal level $\rho = 1$. In either case, the QoS-STPS scheme consumes much less power than the QoS-beamforming scheme. In the case of $\beta = \sqrt{10}$, the data rate $R = 2.5$ b/s/Hz is nearly infeasible for the QoS-beamforming scheme but is still well within the feasible region for the QoS-STPS scheme. This significant advantage of the QoS-STPS scheme over the QoS-beamforming scheme is due to two reasons. The first is that the QoS-STPS scheme fully utilizes the spatial freedom while the QoS-beamforming scheme only exploits a single stream per link. The second is that the QoS-STPS scheme optimally integrates link scheduling (temporal freedom) with MIMO power control (spatial freedom) while the QoS-beamforming does not exploit the temporal freedom at all.

For the asymmetric network and slow fading channels, Fig. 6 shows the total power required by QoS-beamforming and QoS-STPS versus the data rate $R$. The advantage of QoS-STPS is obvious.

For the symmetric network and fast fading channels, we select $\rho = \beta = 1$ and Fig. 7 shows the sum power required by QoS-beamforming and QoS-STPS versus the data rate $R$.

This figure highlights a fact that the performance difference between the two schemes increases dramatically as $N$, $L$, and $T$ increase. In particular, we see that the feasible region of data rate for QoS-beamforming shrinks quickly as $N$, $L$, and $T$ increase.

For the asymmetric network and fast fading channels, we select $N = 4$ and $T = L = 3$ and Fig. 8 shows the sum power required by QoS-beamforming and QoS-STPS versus the data rate $R$.

It is useful to observe from Figs. 5–8 that at a moderate power consumption, the QoS-STPS scheme can allow each link to operate at a relatively high spectral efficiency in bits/s/Hz. This suggests that the advanced physical layer technology of MIMO transceivers can be deployed along with the QoS-STPS scheme.

VI. Conclusion

In this paper, we have investigated the fairness and quality-of-service (QoS) issues of the space-time power scheduling (STPS) scheme for a network of distributed MIMO links with a central scheduler. This scheduler can be elected adaptively among any eligible nodes in the network. To solve
the fairness issue in the case of asymmetric networks, we have examined the proportional fair (PF) criterion. As shown through simulation, the PF-STPS scheme provides a very attractive tradeoff between sum capacity and fair distribution of data rates in comparison to two other alternatives that directly maximize the sum capacity. One innovation in this part of this paper is a simplified closed form expression of the ergodic capacity for fast fading channels, which simplifies the optimization algorithm significantly. For the QoS issue, we have developed the QoS-STPS scheme that minimizes the total transmission power subject to data rate constraints. Within the STPS framework where the transmitter covariance matrices are functions of time and/or frequency, any set of finite link data rates in any given time/frequency band can be feasible for a finite network. We have exploited this property to transform the original optimization problem into one much easier to solve. This transformation would not have been possible without the STPS framework. Simulation results consistently show that the QoS-STPS scheme outperforms the QoS-beamforming scheme in [2]. This paper has further demonstrated the importance of the STPS scheme which optimally integrates link scheduling, multiple-beam beamforming and power control.

It is anticipated that the STPS scheme can be applied to improve many existing schemes and algorithms for multi-antenna and multi-user systems. One such application can be single-beam beamforming based STPS, which would retain part of the simplicity of single-beam beamforming and at the same time utilize the advantage of joint design of link scheduling and power control. This would be a generalization of [2]. Another application is to consider practical coding and modulation constraints for the STPS scheme.

The computational complexity of the STPS scheme needs further research as it affects the size of the network to which the STPS scheme can be applied in practice. The larger is the network scheduled by the STPS scheme within a single time/frequency band, the higher is the overall network power-and-spectral efficiency.

Future research should also include a detailed evaluation of the requirements for the STPS framework. The validity of the knowledge of all channel matrices at the scheduler for slow fading channels needs further examination. The validity of the statistical channel model used for fast fading channels also requires further attention. Research in this direction requires multi-disciplinary efforts.
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